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I.

This final technical report is composed of two reprints

(attached) plus the-f-el-lowing summary of those two papers and

a discussion of other work that is now in preparation for

publication.

1. Oxygen: It was noted in the original proposal (p. 6) that

"we make corrections to the fugacity for gas-gas and gas-water

interactions in the vapor phase." Corrections for molecular

interactions in a pure gas can be made from a knowledge of

the virial coefficients for the gas. The presence of water

vapor, however, complicates the problem, especially at higher

temperatures, where the vapor pressure of water becomes larger.

In the absence of experimental knowledge about gas-water

interactions, we were using theoretical calculations to

estimate the effect of the interaction. After it was found

that the theoretical methods did not provide corrections to the

solubility data with sufficient accuracy, we finally decided

to adopt the direct empirical approach described in the

attached reprint from Vol. 8, No. 9 (Benson, Krause and Peterson,

1979)of the Journal of Solution Chemistry. Although additional

time is required to carry out the measurements from which

the effect of the total pressure is determined, the results

for the Henry coefficient are unequivocal and fully corrected.

The precision of the measurements of the solubility of

oxygen (random error less than 0.02%) is an order of magnitude

better than previous measurements on any gas over a significant
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temperature range, and tests and comparison with other work

indicate that systematic errors probably are negligible.

Furthermore the accuracy of the measurements has made it

possible to show that the expression

In k = a0 + al/T + a2 /T
2

is a much better way to express the variation of solubility

with temperature than the relationships previously used.

Mass spectrometric measurements of the isotopic fractionation

of 3402/3202 during solution have provided the first

quantitative determination of the variation of the fraction-

ation with temperature, and have made possible an estimation

of the size of the cavity occupied by the oxygen molecule

in the water.

A second manuscript, "The concentration and isotopic

fractionation of gases dissolved in freshwater in equilibrium

with the atmosphere: 1. Oxygen," has been published in

"Limnology and Oceanography" (Benson and Krause, 1980). A

copy is included here. In it we have discussed how to

obtain accurate values for the concentration of an atmospheric

gas in water in equilibrium with air, including corrections

for molecular interactions in the vapor phase. The results

for oxygen show that the UNESCO tables for the solubility

of oxygen give values in freshwater that are low by from 0.15%

to 0.35% depending upon temperature.
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2. Hydrogen: We have carried out several sets of determina-

tions of the solubility of hydrogen. The results give very

accurate values for oceanographic and limnological work, and they

are especially significant because of the information they provide

about the properties of liquid water.

A) Pure Water: Fig. 1 shows the results of our

measurements on hydrogen in distilled water from 0 to

600 C. The clusters of solid circles at 0, 15, 35 and

55°C are drawn to indicate that measurements at several

pressures were made, from which the corrections for

molecular interactions in the vapor phase were obtained.

(All points really lie essentially on the line at the

same temperature,) Although the virial coefficients for

pure hydrogen show that it is a "repulsive gas," the

hydrogen-water vapor system behaves very nearly like an

ideal gas. In fact, the variation bf X with t (°C) is

given by

= 0.000345 - 1.83 x l0-5t,

which shows that below approximately room temperature it

is a slightly "attractive gas," but it becomes "repulsive"

above room temperature. Comparison with Eq. 21 in Benson,

Krause and Peterson (1979) shows that relative to oxygen

the vapor phase correction is smaller and varies less

rapidly with temperature. Again, our function
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in k = a0 + a1/T + a2 /T
2

provides an excellent fit for the data. The standard

deviation for all the pure water measurements from 0

to 600 C is 0.016%. Fig. 1 also shows the experimental

results of Crozier and Yamamoto (1974) and Gordon et al.

(1977). The large scatter of their data is evident,

together with systematic deviations from our results.

Note that the ordinate axis has been compressed by a

factor of two compared to Fig. 4 in BKP for oxygen, in

order to keep the hydrogen points on the graph. It is

possible to calculate the thermodynamic function changes j
for the solution of hydrogen in water, as we have done

for oxygen, but these will not be discussed here.

B) Seawater: Although it is well known that gas solubilities

decrease with increasing salinity (the "salting-out" effect),

the functional dependence of solubility on S has been

difficult to determine because very accurate measurements

are required. Carpenter (1966) found a non-linear

variation for the soluhility of 02 with chlorinity, and

hc used a quadratic relationship. Green and Carritt (1967)

renorted a series of measurements on oxygen to obtain the

ra'io of the soliihilirv in seawater to that in pure water.

The design of the experiment made potential systematic

err r' in the individual solubility determinations tend

L( canco.- it, the ratio. Green and Carritt showed that

" -' . .. . ... . ... ' ,7t ..\$c.*,,, -
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within the limits of their measurements the Setschenow

relationship correctly describes the dependence of the

oxygen ratio on chlorinity. Furthermore, their results

provided the first reasonably accurate determination of

the way the salting-out coefficient varies with temperature.

We have measured the dependence of solubility on

salinity up to approximately 50%9 at 0, 10, 20 and 350 C.

The results are shown in Fig. 2 where it is clear that

ln (ks/k0 ) is extremely linear with salinity. (Fits to

salinity and chlorinity are equally good.) Although the

straight lines in Fig. 2 suggest that the Setschenow

equation fits the results very well, the tightness of fit

does not really become apparent until it is recognized

that the precision of the measurements is such that even

the slopes of the four lines are known with great accuracy

(OC: 0.46%, 10'C: 0.12%, 20°C: 0.15%, 350 C: 0.04%).

In other words, these very accurate new results for

hydrogen not only verify the applicability of the

Setschenow relationship to hydrogen in seawater, but also

now make it possible to determine the functional dependence

of the salting-out coefficient upon temperature. This

is illustrated in Fig. 3 where the salting-out coefficient J

is plotted vs. l/T. (Error bars are shown on the solid

circle at 0°C, but the errors for the other three poits

are less than the size of the circles.) It is clear that
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the points lie on a smooth curve, and - like in k - it is

parabolic in I/T. The open squares representing the

results of Gordon et al. are generally consistent with our

values, although, of course, their much larger errors and

scatter preclude determination of the temperature dependence

with any certainty.

Our final equation for the variation of the Henry

coefficient with both temperature and salinity is

In k = 4.13352 + 4672.47/T - 768235/T
2

+ S(O.026112 - 15.684/T + 2737.0/T
2).

The salting-out coefficient in the parenthesis has its

minimum at a temperature not very different from that for

the solubility in pure water. The equation used by Green

and Carritt for the Bunsen coefficient of oxygen was of the

form

in 6 A + B/T + C In T + DT

+ Cz(A' + B'/T + C'lnT + D'T).

Gordon et al. fitted their hydrogen data together with those

of Crozier and Yamamoto, to the following function

in 6 = A + B/T + C In T

+ S(A' + B'T + C'T2.

The fit of all our data (for both pure water and seawater)

to our function is shown in Fig. 4. There were, of course,

S-jl . ... . fll . . l l
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many more points at zero salinity than those indicated.

The values of Gordon et al. also are shown as a function

of salinity at five temperatures from 0 to 29°C. In

addition to large fluctuations they exhibit apparent

systematic deviations which depend upon temperature.

Fig. 5 compares the experimental values of both Gordon et

al. and Crozier and Yamamoto with our results for the

temperature variation of the solubility of hydrogen in water

with the 30-40%. salinity range typical of the oceans.

3. Data accumulation and analysis system.

For very precise isotopic ratio measurements with the

mass spectrometer we have designed and constructed a very con-

venient new system for taking and analyzing the data. It

incorporates a voltage-to-frequency converter and commercially

available timer, counter, and printer units into an automatic

sample changing system that electronically averages noise

from the difference amplifier in the null balance system.

The system yields superb results. The precision achieved

with electronic averaging of the noise is both greater and

more objective than with visual averaging. In addition, the

time for taking and analyzing the data is reduced by approxi-

mately 30%.
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A rery precise and accurate new method is described for determination of the
Henry coefficient k and the isotopic fractionation of gases dissolved in liquids.
It yields fully corrected values for k at essentially infinite dilution. For oxygen
the random error for k is less than 0.027, which is an order of magnitude
better than the best prerious measurements on that or any other gas. Extensive
tests and comparison with other work indicate that systematic errors probably
are negligible and that the accuracy is determined by the precision of the
measurements. In the ririal correction factor (I + AP), where P, is the total
pressure of the vapor phase, the coefficient Afor oxygen empirically is a linear
decreasing function of the temperature over the range 0-60'C. The simple
three-term power series in I/T proposed by Benson and Krause,

In k = ao + a1 /T + a./T

provides a much better fornt for the variation of k with temperature than any
preious erpression. With a0 = 3.71814, a, = 5596.17. and a2 = - 1049668,
the precision offit to it of 37 data points for oxygen front 0-60 C is 0.018*o
(one standard deviation). The three-term series in lIT also yields the best fit
for the most accurate data on equilibrium constants for other types of systems,
which suggests that the function may have broader applications. The oxygen
results support the idea that when the function is rewritten as

Ink = -(A, + A2 ) + A,(!) + A 2 (I)

it becomes a universal solubility equation in the sense that A2 is common to all
gases, with T, and A, characteristic of the specific gas. Accurate ralues are
presented Jir the partial molal thermodynamic function changes for the
solution of o.xygen in water between the usual standard states for the liquid
and rapor phases. These include the change in heat capacity, which varies
inversely with the square of the absolute temperature and fjr which the random
error is 0, /5,. Analysis of the high-temperature data of Stephan et al., in
combination with our values from 0-60"C, shows that for oxygen the four-
term series in I T.

Ink = -4.1741 + 1.3104 x 10 4/T- 3.4170 x I0'/T 2 + 2.4749 x WI07T
"
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656 Benson, Krause, and Peterson

where p = kx and p is the partial pressure in atmospheres of the gas, probably
provides the best and easiest way presently available to calculate values for k
in the range 100-288 C, but more precise measurements at elevated tem-
peratures are needed. The new method permits direct mass spectrometric
comparison of the isotopic ratio "402t"02 in the dissolved gas to that in the
gas above the solution. The fractionation factor a = 55

k/P1k varies from
approximately 1.00085 (± 0.00002) at O C to 1.00055 (± 0.00002) at 60'C.
Although the results provide the first quantitative determination of a vs.
temperature for oxygen, it is not possible front these data to choose among
several functions for the variation of In a with temperature. If the isotopic
fractionation is assumed to be due to a difference in the zero-point energy of
the two species of orygen molecules, the size of the solvent cage is calculated
to be approximately 2.5 A. The isotopic measurements indicate that sub-
stitution ofa "402 molecule for a 35QO molecule in solution inrulves a change
in enthalpy with a relatively small change in entropy.

KEY WORDS: Gas solubility; isotopic fractionation; oxygen; water;
temperature dependence; Henry coefficient; thermodynamic functions.

1. INTRODUCTION V
Although the solution of gases in water has been studied for approximately
two centuries, obtaining accurate values for gas solubilities has proved to be
difficult. The history of the subject has been reviewed thoroughly by Markham
and Kobe,"' Battino and Clever, 2 Wilhelm, Battino, and Wilcock, 31 and
Franks." ' In this paper the discussion of earlier work on oxygen will be brief,
except for a comparison of the results presented here with the best previous
values.

Because a knowledge of its solubility is important for many kinds of
work, oxygen has been studied more extensively and carefully than any other
gas. In retrospect. the early measurements by Winkler",") and Fox"' during
the last two decades of the 19th century and the first decade of the 20th must
be considered very good for that period. They survived as standard values in
the Handbook of Chemistry and Physics ' (Winkler), as standards for oceano-
graphic work (Fox), and as standards for sanitation engineering (the oxygen
values of Fox recalculated by Whipple and Whipple 9 )) for a half century
and longer. The accuracy of the Fox and W inkler values was brought into
question in 1955 by the oxygen determinations of Truesdale, Downing, and
Lowden."') Morrison and Billett111 Steen, 1 2

) Morris, Stumm, and Galal,1131

and Elmore and Hayes" 4t carried out new analyses on oxygen, and in 1961
Benson and Parker 15t used mass spectrometric measurements of the solu-
bility ratios N2/Ar and N2/0 2 to interrelate and evaluate existing data. The
differences among workers indicated that the uncertainties in the solubility
values were approximately 1-2%.

The need for better solubility values, primarily for the study of oxygen
dissolved in natural waters, generated a series of attempts 1

-2
21 to achieve

.. ........). .......... .' j ....: ..... ..



The Solubility and Isotopic Fractionation of Gases 657

higher accuracy. By 1970, as we shall see later, four laboratories, using
different methods ofequilibration and both gasometric and Winkler analytical
techniques, had obtained agreement over the range 0-35°C within the scatter
of their data, i.e., approximately ± 0.2%. Together, these constitute the most
accurate solubility data currently available for any gas.

Various methods have been used to express solubility values as a function
of temperature. Most recently, Wilhelm, Battino, and Wilcock,'31 following
Clarke and Glew, 2a' have fitted a selected group of data for oxygen (and
other gases) to a four-term series of the form

Ink = ao + a/T + a2 In T + a3T +.. ()

where k is the Henry coefficient. This series is essentially an extension of the
three-term function first derived by Valentiner' 24 Weiss'215 fitted the Bunsen
coefficient data of Carpenter 20' and Murray and Riley,22 for both pure
water and seawater, to a three-term series in the temperature of the Valentiner
form, with additional terms for the effect of salinity. The Weiss values are
often used for oceanographic and other purposes.

During the development of the new apparatus and procedures to be
described below, many preliminary measurements were carried out on
several gases to test for random and, especially, systematic errors. Although
we now know there was a systematic error in those preliminary determinations
(see Appenhix A), and although they were crude compared to the measure-
ments now possible, analyses of the data from them, and from Murray,
Riley, and Wilson. 26 "' led Benson and Krause' 2 ' to propose series of the
form

In k = ao + a/T + af/T 2 + a3/T
3 + (2)

for the variation of k with temperature. Himmelblau (2 9' had considered a
function of this form, but discarded it in favor of a general six-term equation
of the second degree in In k and lIT. Benson and Krause found that a simple
three-term series in I/T not only fitted the preliminary data better than other
expressions, but also led to the recognition of probable relationships between
the molecular properties of the pure gases and the thermodynamic properties
of their solutions.

Relatively little is known about the isotopic fractionation of gases during
solution. It was first observed by Klots and Benson ,31) in studies of oxygen
and nitrogen. For each gas it was found that the heavier molecular species
(14O2 or 'IN.) was more soluble than the respective lighter one (3202 or
2 N2 ) by approximately 0.8 per mil at 0'C. and the effect decreased to approxi-
mately 0.55 per mil at 27"C. Polgar (1 ' obtained results for argon that were
roughly comparable, and Weiss' 2' observed the larger effect (approximately
10 per mil) to be expected for helium. Kroopnick and Craig (3 found an

:-;_. _ .,,._--_________.,____
,
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658 Benson, Krause. and Peterson

effect with oxygen dissolved in seawater that was similar to the results of
Klots and Bensor in pure water. None of these measurements was precise
enough to provide quantitative information about the variation of the
isotopic fractionation with temperature and salinity. Muccitelli and Wen'34'
measured the solubility of D, in pure water. By combining their results with
those of Crozier and Yamamoto 35 1 for H, in pure water, they found the
fractionation rangcd from approximately 86 per mil at OC to 65 per mil at
30'C. To carry out these calculations they first fitted each set of data separately
to the generalized Valentiner equation [Eq. (1)] to obtain smooth curves.

The work reported here is the first in a series designed to produce very
accurate values for the solubility and isotopic fractionation of gases in pure
water from 0 to 60'C. These will reveal the dependence of solubility on
temperature, yield information for a better understanding of molecular
interactions in liquid water, and provide reference values for geochemical
work. We have chosen to study oxygen first, to permit comparison of res-its
from the new method with the best previous determinations.

2. EXPERIMENTAL METHODS AND THEORY

2.1. The Henry Coefficient

The essential features of any apparatus for determination of gas solu-
bility are provision for equilibration of the desired gas and liquid, and
means for finding the fugacity of the gas in the vapor phase and the mole
fraction of the dissolved gas in the liquid phase. We have used several different
equilibration arrangements. The best, and the one used for the measurements
reported here, is shown in Fig. I. A brief description of the equilibrator used
in the preliminary work""8) is given in Appendix A, with a discussion of
evidence suggesting that potential problems are associated with methods of
equilibration that involve thin films of liquid.

The equilibration system in Fig. I consists of four parts, the spherical
equilibrator, the centrifugal pump, the vapor-phase sample bulb, and the
liquid-phase sample bulb. The vapor-phase sample bulb is attached by means
of a 14/35 standard taper joint. Silicone vacuum grease is used to seal both
the joint and the 4-mm pressure-type stopcock on the bulb. The other joints
utilize standard 0-ring compression, with 0-rings made of ethylene-propylene
rubber. The equilibrator is composed of concentric spheres with inner and
outer volumes of I and 2 liters, respectively. The reentrant connection to the
inside of the inner sphere provides a compact way of including a relatively
large volume for the vapor phase, so that dissolution reduces the pressure less,
especially with the more soluble gases. For very expensive gases this feature
is deleted. The pump employs a Teflon-covered magnetic stirring bar as an

Nw
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LEVEL

PUMP

VAPOR PHASE
SAMPLE BULBI LIQUID

PHASE
SAMPLE

BULB

Fig. 1. Glass apparatus for equilibration o" gases with liquids, with spherical equilibrator,
centrifugal pump, and vapor-phase and liquid-phase sample bulbs. Arrows indicate the
direction of liquid flow.

impeller. The stopcocks on the liquid-phase sample bulb are of the Teflon
plug type (Ace #8194), but with the Teflon plugs replaced by special ones of
either Type 304 stainless steel or glass, with 0-ring seals designed to make
possible isolation of a very accurately known and reproducible volume in the
bulb when the stopcocks are closed. For measurements below room tem-
perature, a small 0-ring sealed piston-cylinder is set into the wall of the bulb
above the lower stopcock. When released, after volumetric sampling, this
permits expansion of the solution to occur when the bulb is removed from the
bath. The whole assembly is clamped in a frame of welded stainless steel
tubing.

Distilled water from a central stainless steel still is redistilled in a glass
system (Corning Model AG-Ib). The resulting water has a resistivity greater
than 1.5 Mf2-cm. Variations in the isotopic constitution of natural waters
are too small to have any detectable effect on solubility measurements, even
at the level of precision reported here, and no attempt is made to analyze the
water isotopically. After the second distillation, the water is degassed in a
2-liter flask to less than I ppm of the air that would be dissolved in it at room

I I ' .. . . . . . . .. . . .. . . .. . .. . .



660 Benson, Krause, and Peterson

temperature, by stirring with a glass-covered magnetic stirring bar and
periodically pumping on the flask through a cold trap. Then with the flask of
degassed water attached to the filling port of the equilibrator by means of a
"Y" coupling, and after the coupling and the equilibrator are carefully
evacuated (and the Teflon-covered magnetic stirring bar in the pump
degassed), the water is allowed to flow down into the equilibrator and the
liquid-phase sample bulb until the pump is covered and the water level is
high enough in the equilibrator so that dripping will not occur later during
pumping. Research grade gas (the oxygen supplied by Linde was stated to
have a total impurity less than 40 ppm) is introduced through a dry ice-
acetone cooled trap and the "Y" coupling in such a way as to minimize
backstreaming of water vapor toward the tank of gas.

After closing the filling port, the assembly is entirely immersed in a large
constant-temperature bath. The speed of the centrifugal pump is adjusted
so that water flows up the central tube and smoothly out over the inner
sphere without turbulence. After the desired time interval, a known volume
of the gas above the solution is isolated in the vapor-phase sample bulb, and
a known volume of the solution is closed off in the liquid-phase sample
bulb.

While extraction of the gas dissolved in the water sample is being carried
out, the undissolved gas sample is dried in dry ice-acetone and liquid-
nitrogen cooled traps and Toepler-pumped into a mercury manometric
system designed for this work. The system, including the Toepler pump, is in
a thermostatic enclosure that permits access to the manometer but maintains
temperature uniformity to 0.01°C and constancy to a few millidegrees over
several hours. A special meniscus lighting system makes it possible to deter-
mine the position and height of the menisci with an accuracy of 0.01 mm
using a Beck Model 1000 cathetometer. The volume of the manometer is
easily changed to provide the best compromise between volume and pressure
for maximum precision. After measurement, a sample of the gas may be
transferred to a bulb for analysis with the mass spectrometer.

To remove the dissolved gas, the liquid-phase sample bulb is attached to
one arm of a 2-liter extraction flask containing a glass-covered magnetic
stirring bar. The other arm is connected to a dry ice-acetone trap, a liquid-
nitrogen trap, and a Toepler pump, in succession, with stopcocks between
each section. A roughing pump and a diffusion pump, each trapped for oil
vapor, and a thermocouple vacuum gauge reading directly to 2 x 10

- 4 torr
are also connected to the manifold. With the whole manifold fully evacuated,
the water in the bulb is allowed to flow downward into the extraction flask.
A cross-link between the two arms of the flask makes it possible to Toepler-
pump the residual gas in the liquid-phase sample bulb through the drying
traps into a gas storage bulb. Then "slugs" of gas are taken from the vigor-

.~~ ,.



The Solubility and Isotopic Fractionation of Gases 61

ously stirred extraction flask, dried successively in the two traps, and then
Toepler-pumped into the storage bulb. After extraction is complete, the gas is
transferred to the manometer and the number of moles is measured.

Henry's law for a two-component system composed of a pure gas and
water states that at constant temperature the fugacity of the gas in the val. 'r
phase is proportional to the mole fraction of the gas in solution, i.e.,

f k "e (3)n. + nd

where k is the Henry coefficient, and n, and n. are the numbers of moles of
dissolved gas and water, respectively, in a volume V, of solution, i.e., the
volume of the liquid-phase sample bulb. From the manometric measure-
ments, Pd, Vd, and Td, on the dissolved gas, we obtain

Pd Vd(4
"d RTdZ, (4)

where Zd is the compressibility factor for the pure gas at Pd and Td.

The volume of the solution, V., is equal to the volume of the pure water
in it plus the partial molal volume of the gas times ti, i.e.,

V = n,A + fdnd

P

where M is the molecular weight of water and p is its density at the equilibrium
temperature T. With algebraic rearrangement,

nd M Pd Vd
n,. + "d pl,'. RTdZd

where
[lI - (d - Af/p)(nd/)] (6)

Determination of the fugacity is slightly more involved For the moment
we shall assume that the Lewis and Randall rule may be applied. i.e..

f= n.f* (7)

where n, is the number of moles of undissolved gas in the volume V, of the
vapor-phase sample bulb, and n, is the total number of moles of gas and water
vapor in that volume. The quantity.f* is the fugacity that the pure gas would
have at the equilibrium temperature if its pressure were the same as the total
pressure P, of the gas and water vapor. Therefore.

f*= Ptexpj - ZdP = P, exp(- OP
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because for low pressures Z I - OP, where 0 is determined by the second
virial coefficient of the pure gas. If the exponential is expanded as a power
series with higher-order terms neglected, we have

f* = P"ll - OP) = PtZ* (8)

where Z* would be the compressibility factor for the pure gas at the
equilibrium temperature and the total pressure Pt. If Zt is the compressibility
factor for the vapor phase,

nRTZ (9)

Furthermore, from the manometric measurements on the undissolved gas,

nR =- TZ

Substituting this and Eqs. (8) and (9) into Eq. (7) yields

f V T ZtZ* (10)

We may write

ZZ* (I - OtPt)(I - OPt)

where 0, is determined by the second virial coefficient of the gas-water vapor
mixture- If the term OtOPt2 is neglected, and we define 0' 0, + 0, we have

ZtZ* I - O'PT, (11)

and
Pu V 7'f T. U h (0 - O'Pt) (12)
TIZ,

Substituting Eqs. (5) and (12) into Eq. (3) yields

k M nuR VpT (I - OP) (13a)

or

k R Pu Vu T~dZ V pT (I - O'Pt) (I 3b)

If the molecules in the vapor phase did not interact with each other. i.e., if the
'.apor phase behaed like an ideal gas, then Zt = Z* = I and 0, = 0' = 0.
and the measured quantity in brackets in Eqs. (13a) and (13b) would be a
constant equal to the Henry coefficient. With molecular attraction occurring
in the vapor phase, however, one would expect the ratio nUR/ndR to be larger
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than for the ideal-gas situation and, correspondingly, the factor (I - O'Pt)
would be less than unity. Nevertheless, if accurate values were known for both
0 and 0t, Eq. (13) could be used to calculate k from the measured quantities
including P,

For the work reported here, a more direct empirical approach has proved
to be more fruitful. Suppose Eq. (13a) is rewritten as

R PT] = k(l + 0'P) (14)

where, again, the fact that O'P, << I has been used. Equation (14) predicts
that at a fixed temperature the quantity in brackets should be a linear
function of P, with k the intercept when P, is extrapolated to zero. By making
such a plot versus pressure at several temperatures, the variation of 0' with
temperature may be found empirically. Then one set of measured quantities,
including Pt, permits calculation of k.

It is interesting to note that Eq. (14) can be obtained without invoking
the Lewis and Randall rule [Eq. (7)] and without carrying the real-gas
corrections throughout the analysis, except in the manometry. Suppose it is
first assumed that the vapor behaves like an ideal gas. This leads to an
equation of the same form as Eq. (14), but without the factor (I + O°Pt).
Then recognizing that the real-gas behavior of the vapor phase makes the
quantity in brackets depend slightly upon Pt, that quantity can be expanded
as a Taylor series in Pt, Equation (14) is the result if terms in higher powers of
P, are negligible.

This method for solubility determinations has many good features. In
the first place, it yields fully corrected values for k at essentially infinite
dilution, the ideal condition for the validity of Henry's law. The method is
straightforward and involves measurements that can be made with both very
high precision and accuracy. Negligible error is introduced into k if the
approximate expression

Pt n,RTZ, + P., (15)
Vb

is used for P, in the small correction term. The quantity P., is the saturated
vapor pressure of water at the temperature of equilibrium, and Z, is the
compressibility factor for the pure gas at its equilibrium partial pressure.
Equation (15) assumes that the gas and water molecules do not interact in
the vapor phase. No other corrections for water vapor are required, because
all manometric measurements are made on dry gases.

It is not necessary to have accurate values for the partial molal volume of
gases with low solubilities because the difference between V.' and V. is very
small. With oxygen, for example, the largest difference is approximately

Sl i l I r - 1 . .. . ..



664 Benson, Krause, and Paterson

30 ppm (at 0 C and I atm). In fact, with the empirical approach discussed in
relation to Eq. (14), negligible error is introduced by substituting V, for V's.
This may be seen from Eq. (6): V, = 1[I - (Vd - M/)(nd/VO)] is approxi-
mately equal to 11 -(id- Md / )l(P- P,.)], where fl is the Bunsen
coefficient and W(ed - M/p) -= is a constant at a given temperature. After
substitution for V; in Eq. (14) and rearrangement, one obtains

[R n5R V/,1naR b k[(I - yP, ) + (-y + ')P] (16)

Therefore, when the quantity in brackets on the left is plotted versus Pt, part
of the V.' correction is subsumed in the empirical determination of the factor
multiplying P. Assuming that ,Pw, is negligible compared to unity (for
oxygen from 0 to 60gC, the largest error introduced is only 3 ppm, but even
for a more soluble gas like xenon the error would be less than 50 ppm), Eq.
(16) becomes

' -R nR V, k( + AP) (17)

where A - y + 0'.
The design of the experiment minimizes the significance of almost all

systematic analytical errors. In Eq. (13b) note that the eight manometric
factors occur in ratio pairs. Consequently, if the volume of the vapor-phase
sample bulb is chosen so that n. is approximately equal to tid, the two sets of
manometric measurements are carried out under similar conditions, and
systematic errors in the numerator and denominator tend to cancel. The
acceleration due to gravity, which is implicit in the pressures, need not be
known. -Ihe volumes V, and Vb of the bulbs are determined as a function of
temperature by mercury weighing. For the density of mercury we use the
values given by Bigg, 36 ' but again, as in the pressure measurements, any
possible systematic error would cancel. Even the effect of small amounts of
gas impurities tends to cancel if the solubilities of the impurities are not too
different from that of the gas being studied.

In Eq. (17) the uncertainty in the gas constant R is approximately 30 ppm
(Sengers ct al.1:37)). and the errors in M and p are less than 5 ppm. The equilib-
rium temperature is measured with a quartz crystal thermometer (Hewlett-
Packard Model 2801A).138) We 39  have found that with appropriate
calibration, it will measure temperature relative to IPTS-68 with an absolute
accuracy of probably 0.003 K and no worse than 0.005'K (approximately
15 ppm). In both the large constant-temperature baths designed for this work,
control varies from +0,001 'K at lower temperatures to +0.003'K (10 ppm)
at 60'C. The crystal thermometer probe is located near the equilibrator in
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the bath, and tests show the maximum difference in temperature between the
bath and the solution in the equilibrator is no greater than 0.002 K (7 ppm).
For oxygen between 0 and 60 C, an error of no more than 80 ppm is intro-
duced by assuming there is no difference between IPTS-68 and the thermo-
dynamic temperature scale.

The liquid-phase bulbs have volumes of 800 to 900 cm:' with an un-
certainty less than 10 ppm. As discussed above, the smaller vapor-phase
bulbs are chosen in size according to both the gas and the temperature to
make n. approximately equal to 11. For oxygen the maximum error in V,
varies frorn 20 ppm at OC to 40 ppm at 60 C. The precision of the manometric
determinations of n.R and ndR depends upon the amount of gas and there-
fore, for approximately fixed V,, upon both the gas and the temperature. Each
gas sample is measured twice, with the gas expanded and recompressed
between analyses to make them independent. Twice the standard desiation
of the percentage difference of the two measurements from each other for a
number of samples provides a useful indication of the manometric precision,
For oxygen it ranges from 40 ppm (0 C) to 80 ppm (60 C).

From these estimates we might expect measurements of T, V., Vb,
nR. and ndR to lead to a total random analytical error in k of roughly 0.01 %
at low temperatures and 0.02', at 60 C. The total systematic analytical error
from R. M. p, and T. assuming the vorst-case situation, should be less than
0.0 12' .

The extraction and gas processing procedures have been tested exhaus-
tively. For example, although the partial pressures in the drying manifolds
do not exceed the saturated vapor pressure of most gases at the temper-
ature of liquid nitrogen, tests are carried out with each gas to show that
it is not condensed in the trap. No gas is mechanically captured in the dry ice
trap by freezing water vapor. We have found that drying successive slugs of
gas, which transfers relatively little water to the trap. is preferable to pumping
straight through and thereby transferring large quantities of sater. In another
test, measured quantities of gas in a manometer bulb are transferred to the
input of the extraction vessel, where the liquid-phase sample bulb normally is
attached. With gas-free water in the extraction vessel, the gas is let into the
vessel and, after stirring, the gas is extracted in the normal manner. When it is
measured, it agrees with the initial amount, In a different test for possible
losses of gas in the processing. a measured quantity of gas in the manometer
is pumped with an extraction manifold Toepler pump into its storage bulb.
When the gas is pumped back into the manometer with the Toepler pump in
the manometric system and remeasured. no significant change in the number
of moles is detectable after one such cycle, even if the gas is left in the storage
bulb overnight. Repeated cycling of this kind does show that for oxygen an
average loss of approximately 30 ppm per cycle occurs, but even if this %%ere

LI
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detectable in the manometer, the errors in the dissolved and undissolved gas
sample determinations would at least partly cancel as discussed earlier.

In summary, with good, clean, high-vacuum technique, including simple
standard vacuum tests before and after processing a gas sample, the whole
operation of extracting, handling, and measuring the gas is straightforward.
reliable, and quantitative.

The equilibrator has been tested thoroughly in a variety of ways. For the
large volume of liquid involved (approximately 1.5 liters), the rate of equili-
bration is relatively rapid. Although the design of the filling arrangement does
not permit accurate short-term kinetic studies, equilibrations over longer
periods of time suggest that at 5 C and the normal pumping speed of 800
cm' min - . the half-time for equilibration is 4 or 5 min. This corresponds to
approximately 2 to 2.5 cycles of the liquid through the system. Equilibration
periods of from 4 to 116 h yield identical results within analytical error,
indicatine both achievement of equilibrium and absence of vacuum problems.
Mass spectrometric tests show no growth of impurities in the gas during
either equilibration or later storage in glass sample tubes before the isotopic
analyses, (it should be noted, ho%%ever, that silicone vacuum grease is
imperative when storing oxygen for even a short time interval. Other greases
are oxidized, with accompanying fractionation of the oxygen isotopes.)
Equilibration is slower at high temperatures because the fourfold decrease of
the viscosity seduces both the pumping action of the pump and mixing within
the liquid-phase sample bulb. An overnight equilibration period of 20 h has
been found to be convenient for all but the highest temperatures. where 44 h
is used.

Although varying the pumping speed over the range 500 to 900 cm3 -
min' does affect the rate of equilibration, it does not change the results for
k. The pumping speed is chosen primarily to produce very stable, non-
turbulent flow. In normal operation it is so smooth that it is difficult to
observe the flow of water over the inner sphere. Approach to equilibrium
from the supersaturated state (achieved by first equilibrating at a lower
temperature) leads to values for k that are identical with those from the
undersaturated state. Several equilibrator units have been used. including
ones without the expansion cylinder and one using greased stopcocks on the
liquid-phase sample bulb. Although all give the same results within analytical
error, the greased unit is not used because the grease makes it difficult to
keep the system clean.

All tests have shown the equilibrator to be extremely reliable. The
design eliminates the thin-film problems discussed in Appendix A, and yields
values of k for the bulk liquid. We believe that there are no systematic errors
associated with it and that the accuracy of the results is determined by the
precision of the analytical measurements.
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2.2. Isotopic Fractionation

The equilibrium isotopic fractionation factor a for the solution of 1102
and 3202 is defined as the abundance ratio of the two molecules in the
dissolved gas to the corresponding ratio in the gas above the solution. In the
notation employed above,

fld/~ -rd(18)34n I 32nu r.

With algebraic rearrangement and the use of Eq. (17), this becomes
32/ k
= 4 (19)

[Negligible error is introduced by assuming that the factor (I + ,APt) is the
same for the two molecular species.] Consequently, measurement of the
isotopic fractionation factor yields the ratio of the Henry coefficients for
the two gases.

Mass spectrometric techniques make it possible to determine a with very
high accuracy. Ion beams produced from the two isotopic molecule are
simultaneously collected in separate Faraday cups, and a quantity P, "to-
portional to their ratio, is measured with a voltage divider in a null arrange-
ment. Then by feeding the undissolved and dissolved gases alternately into the
mass spectrometer ion source, a direct determination of the difference
AP = Pa - P is made. From

8= - 1 r - _ A (20)
ru P.

8 and a can be calculated. Systematic effects like ion-source discrimination
tend to cancel, and with appropriate techniques the precision and accuracy
usually are limited by noise. For the work reported here, the values of 8 lie
within the range 0.5 to 0.9 per mil and, from repeated mass spectrometric
measurements on the same pair of gas samples and on gases from separate
equilibrations at essentially the same temperature, the precision is better than
0.02 per mil. This means that the ratio a -32k/34k can be measured with
an error less than 20 ppm, and the uncertainty in the values for "k is deter-
mined by the accuracy of 32k rather than by the mass spectrometry.

For the isotopic measurements we used a modified version of the single-
focusing, 60" magnetic sector mass spectrometer described by Nier."0 1 It is
equipped with a dual system 4 " for rapid interchange of samples into the ion
source, and the mass spectrometer tube is designed to permit null measure-
ments for pairs of ions with mass ratios up to 3/2 by insertion of the appro-
priate dual collection system. To measure small isotopic effects of the kind

~1
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reported here, it is important that the mass spectrometric analyses be made
twice, one immediately after the other, with the gas samples exchanged
between the two sample systems between analyses. This compensates for
possible differences in the fractionation caused by the capillary leaks, and for
the minute differences in the background contaminations from the sample
systems. Although the latter effect normally is small, we have found that,
even with a very "clean" spectrometer, it usually is the more significant
source of potential error. The average correction in the oxygen measure-
ments to be reported here was only 0.007 per mil, but in isotopic analyses of
some other gases, corrections up to 0.05 per mil have been required.

3. RESULTS AND DISCUSSION

3.1. Data

According to Eq. (17), at fixed temperature, k' should be a linear function
of P, with intercept k and slope kA. We have made sets of measurements of
k' vs. P, for oxygen at each of four temperatures, 0. 15, 35, and 55-C. Two of
these are illustrated in Fig. 2, where it is evident that within experimental
error the relationships are linear over the indicated pressure ranges. Although
the value of A at each temperature can be calculated directly from the ratio
of the slope of the line to its intercept, it is useful to replot the data as k'- vs.
Pt because the slopes of the resulting lines are the values of the corresponding
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Fig. 2. Graphs of k' vs. P, at 0 and 35'C.

lall , :-L..... . ...., . ... ,, ,.,, ln;1... ... .... ....... .... .. ... . -



The Solubility and Isotopic Fractionation of Gases 669

10025

0 

1
1.0020

1.0015 3

k
1.0010

1.0005-

1.0000
2 .4 .6 .8 1.0 L2

P, (ATM)

Fig. 3. Graphs of k'/k vs. P, at 0, 15. 35, and 55-'C.

A's. This is shown in Fig. 3, where it is clear that A decreases as the temperature
increases. Furthermore, a graph of A vs. r is linear according to

A = 0.002805 - 0.0000375t (21)

where i is in degrees Celsius. The reason for this empirical result is not
obvious. Recall that if one uses the Lewis and Randall rule, A = y + 0, + 0.
Furthermore, y is small. Therefore, because values for 0 calculated from the
second virial coefficient for oxygen between 0 and 60 C, given by Sengers
et al.,' 37 fit approximately the function

0 = 0.000975 - 1.426 x 10-5t + 6.436 x 10-t2 (22)

it is surprising that A should be linear in t. With A known as a function of t,
Eq. (17) can be used to find k at any temperature from a single set of measure-
ments at any total pressure. Experimental results for k and 8 from 0 to 60'C
are given in Table I. As noted earlier, we believe these values for k range in
accuracy from approximately 0.017 at 0'C to 0.020, at 600C, and the values
for 5 are probably good to better than 0.02 per mil.

3.2. The Variation of the Henry Coefficient with Temperature

It is interesting to examine empirically how various functions fit the
accurate data presented here. The results for several types of series are shown
in Table II. The data have been fitted to each of the series by straightforward

• . , .
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Table U. Percent Standard Deviations of k when the
Experimental Values for In k and T Are Fitted to

Series of Various Forms and Numbers of Terms

Number of terms

Form 3 4 5 6

lIT 0.0176 0.0178 0.0178 0.0164
S I/In T 0.1338 0.0181 0.0178 0.0163

Valentiner, 0.1358 0.0193 0.0181 0.0164
' In T 0.2167 0.0197 0.0180 0.0163

T 0.4887 0.0421 0.0191 0.0164

The Valentiner series is Eq. (1).

matrix-inversion techniques4 2 on a time-sharing terminal of a CDC Cyber
74 computer. In each case we have used from three to six terms in the ex-
pansion, and then examined the resulting standard deviations. It is evident
that the power series in lIT provides by far the best fit. In fact, the three-term
expansion in I/T fully fits the data, i.e., additional terms provide no improve-
ment and the precision of fit is comparable to the precision of the measure-
ments. For all the other types of series at least four terms are required, and
further improvements are achieved by adding a fifth term. In a related test
the data have been fitted to three-term power seiies in I/Tx, i.e.,

In k = ao + al/Tx + a2/(TX) 2  (23)

Figure 4 shows the variation of the percentage standard deviation of the
data from each series as a function of the parameter x. The minimum devia-
tion occurs with x very nearly equal to unity (xmi, = 0.99)!

The Valentiner series, Eq. (1), is an integrated van't Hoff equation that
in one form or another has been employed for many years to express the
temperature dependence of equilibrium constants. In 1966, Clarke and
Glew'2 3' presented a generalized treatment of the integration with an
excellent discussion of the evaluation of the errors in the standard thermo-
dynamic-function changes when Eq. (1) is used to fit experimentally deter-
mined equilibrium constants. In their formalism, Eq. (1) follows from an
expansion of the standard enthalpy change AH ° in a Taylor series in T about
a reference temperature 0. As such it is undeniably an appropriate expression
for fitting experimental data. More is claimed for this expression, however.
Clarke and Glew state that "only those equations equivalent to (Eq. (1)]
furnish the unique, best unbiased estimates of the standard thermodynamic-
function changes for reactions." This is too sweeping. Thermodynamic argu-
ments alone cannot lead one to predict the otherwise unknown temperature

......................... .. ,7-..... _-
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Fig. 4. Variation of the percentage 3tandard deviation of the data from the equation
In k = ao + a1 1Th + a2/(T )

2 as a function of the parameter x. Minimum deviation
occurs at x = 0.99.

dependence of equilibrium constants. The danger in prescribing one functional
form is that it may discourage the use of other, simpler, and equally valid
forms which may give more insight into the underlying phenomena.

In Appendix B we show that Eq. (2), the power series in lIT, may be
derived in a manner that is identical to that given by Clarke and Glew for
Eq. (1), except that a different measure of temperature, lIT, is used in place
of T. (One could argue that I /T is fundamentally just as good a measure of
temperature as T, or even better because it occurs more naturally in statistical
mechanics.) Expansion of AH" in a Taylor series in lIT about the reciprocal
reference temperature I/0, use of the thermodynamic relationships, and
algebraic manipulation lead directly to Eq. (2). The coefficients in this series
are as simply related to the standard thermodynamic difference functions

as are the coefficients in Eq. (I), and the method for determining the functions
and their standard errors is completely analogous. Thus, the type of argument
that leads to Eq. (I) does not produce it uniquely. Equation (2) and other
similarly consistent possibilities are on equal thermodynamic footing with
Eq. (1).

On the basis of thermodynamic consistency, ability to fit accurate data,
and simplicity, Eq. (2). the power series in I/T, is clearly the best family of
functions proposed to date for representing the variation of k with T. Over
the range of temperature studied here, its three-term member,

In k = ao + a1/T + a2/T 2  (24)

Ji
- ...- .|
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is sufficient to fit the solubility data that presently are available. Values for the

three coefficients for oxygen are given in Table VI. It remains to be seen
whether there is a fundamental significance to Eq. (24). The idea seems to be
supported by the relationships between the molecular properties of the noble
gases and the parameters of their solutions, which emerged from the analysis
of the preliminary data. 28

1 Below, we shall see that the present results for

oxygen are in accord with that analysis.
Although the solubility measurements reported here apparently are the

most accurate determinations ever made of the equilibrium constant for any

reaction over a wide range of temperature, their excellent fit to Eq. (2) does
not necessarily imply that the equation should be applicable to other kinds
of reactions where the interaction mechanisms are different. We have ex-
plored the literature for the best data on equilibrium constants for other types

of systems such as weak acids and bases in water. Most of the data are either
too imprecise or too limited in temperature range to distinguish between the
ability of Eqs. (I) and (2) to fit them. For the few relatively accurate results

available, viz. the work of Feates and Ives"4 3 and Ives and Marsden "" on
weak acids, Eq. (2) gives the better fit, and again only the three-term equation

(24) is required, while use of Eq. (1) requires four terms. These results suggest

that Eq. (24) [or, more generally, Eq. (2)] may have broader applications

than for gas solubilities, but precise data for a number of other systems are
needed to test this possibility.

3.3. Comparison with Previous Measurements

The fifth column of Table I gives the percentage deviations of the new

data for the Henry coefficient of oxygen from their fit to Eq. (24), the three-
term power series in I IT. These are illustrated graphically in Fig. 5, where the

new data are represented by the solid circles distributed along the reference
line. For comparison with probably the best previous determinations, we have

recalculated the experimental values of Montgomery, Thom, and Cock-
burn, ', Murray and Riley, 2 Klots and Benson,"16 and Carpenter (2 ° to give
values for k with appropriate corrections to make them correspond as nearly

as possible to our values. The results are included in Fig. 5. The very high
precision of the new results is evident, but another observation is equally
significant. Visual inspection indicates that the five sets of results are in
excellent agreement, with the four older sets of data points scattered more or
less equally on either side of the smoothed curve for the new data. Table III

illustrates this in another way. The rms percentage deviation for the new
data is more than an order of magnitude smaller than that for any of the other
four sets of data. The percentage deviations of the Klots and Benson set, the

Carpenter set, and the Montgomery ct al. set average almost to zero, indi-

li
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Fig. 5. Variation with temperature of the percentage deviation of the new measurements
for k, and of the best previous data for oxygen, from the equation In k = 3.71814 +
5595.17 T - 1049668/T. The smooth curve of Wilhelm et al. (ref. 3) is also shown.

cating each is equally scattered about the new fit, while the values of k from
Murray and Riley average 0.18% higher.

This agreement is very important, because it suggests that the results are
probably free from systematic errors well within the random errors in the
older data. On the basis of our own tests, as discussed in Section 2.1, we
believe the accuracy of the new technique is determined by the random
errors, i.e., approximately 0.01 to 0.02%. but the agreement with the best

Table i1. Comparison of the Deviations of Data from Various Sources
with the Present Results

deviation fi, ( deviation)2]III
Source n n

Murray and Riley" + 0.180 0.264
Klots and Benson '  +0.042 0.212
Carpenter' - 0.024 0.220
Montgomery. Thom, and Cockburn '  -0.079 0.215
Present 0 0.017

o See ref. 22. See ref. 16.
c See ref. 20. See ref. 17.
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previous solubility measurements on any gas adds confidence to that judg-
ment. This independent confirmation of the method is significant also for
results we shall report later on other gases, because for them the previous
data are of lower quality than for oxygen and no significant comparison with
the new results will be possible.

The curve obtained by Wilhelm, Battino, and Wilcock' 31 by fitting
selected data to a four-term series of the Valentiner type, Eq. (1), is included

in Fig. 5. The comparison is not significant with respect to the merits of
Eq. (1) relative to Eq. (2) because other less accurate data"') were used by
Wilhelm ei al. for the high-temperature region, but it is clear that above 40'C
their smoothed values become quite incorrect.

3.4. Thermodynamic Properties of the Solution

For systems of this kind, the standard state of the gas in the vapor phase
at any temperature is usually defined to be that in which the gas has a fugacity
of I atm, while the standard state for the dissolved gas at any temperature
is the hypothetical state found by extrapolating the line representing Henry's
law on anf vs. x graph to unit mole fraction for the dissolved gas. With these
choices, and Eq. (24), the changes in the partial molal thermodynamic
functions are

AC' = R[aoT + a, + a2/TJ (25)

AH' = R[a, + 2a2/TJ (26)

AS' = R[-a, + a2/T
2] (27)

and

Air,' - 2Ra2/T
2  (28)

[Note that these differ in sign from those given earlier 28 ) because In k,
rather than In(l/k), has been used in Eq. (24).] Values for AC' , A7' , AS, ,

and AC; are given at four temperatures in Table IV, with numbers calculated
by Wilhelm, Battino, and Wilcock")1 and the theoretical predictions of
Pierotti. 4 51 The percentage standard deviation in our values for In k (and,
therefore, AG') is 0.0016%. This leads to a random error in AC* equal to
0. 157 , with a 95% confidence level. As would be expected from Fig. 5, the
improvements over the Wilhelm el al. 13) results are small except for AC; and
at higher temperatures. The Pierotti values are systematically below the
experimental ones, with ACr, smaller by approximately 307 at 298°K.
Reference to Pierotti's paper also shows that the predicted rate of change of
AC, with temperature is only 1/3 the experimental value. It should be noted,

i
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Table IV. Comparison of Vrlues for AG"., Af, AS, , and AC," with Litera-
ture Values'

Source (cal-mole ) cal-mole ') (cal-'K - I mole- 1)(cal-'K - '-mole- 
1 )

283.15:K
Present 5846.0 -3613 - 33.41 52.03

Wilhelm el al.' 5847 - 3594 -33.34 47.19

298.15-K
Present 6327.4 -2872 - 30.85 46.93
Wilhelm et al.' 6328 -2882 -30.89 47.75
Pierotti, theoretical b  6270 -2423 -28,5 32.2

313.15YK
Present 6773.3 -2201 -28.66 42.54
Wilhelm el al. 6774 -2162 -28.53 48.31

328.15°K
Present 7188.7 -1592 -26.76 38.74
Wilhelm el al.' 7184 -1433 -26.26 48.88

See ref. 3.
See ref. 45.
R = 1.98717 cal-°K-'-mole -

especially, that Eq. (28) states that AC, varies inversely with the square of
the absolute temperature.

3.5. Solution Parameters and Molecular Properties of the Gases

From analyses of preliminary experimental data for seven gases, Benson
and Krause2 " ' found that when the variation of k with T was expressed by
Eq. (24), relationships emerged among the solution parameters and the
thermodynamic and molecular properties of the gases. This became partic-
ularly apparent when Eq. (24) was rewritten in the form

In A 3 (T - I) + A2 ( - I) (24a)

and the data were smoothed by requiring that the constant A 2 be the same for
all the gases. (Some other parameters are defined in terms of ao, al, and a2
in Table V.) Benson and Krause found that "although the A 2 smoothing
slightly increases some values and decreases others, for all parameters the
patterns of the numbers are skewed very little in any systematic way."
Furthermore, each of the parameters, ao, al, a2, T, A3, and others, became an
essentially linear function of (e/kn) 2, the square root of the force constant
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Table V. Definitions of Some Parameters

T, = 2a, [a, + (a' - 4aoa) 1 21 A,0 = ao
A, -a - 4a0003)' 2T, A,=a, T

M = [-a' + 4aoa2 ](4a2  A, = a,'T
T., = -2.2/a, A. + A, + A0 = 0

T, is the absolute temperature at which the Henry coefficient k

hypothetically would be unity, if the systems hypothetically had
the same properties outside the experimental temperature
range.
At = In k,,,,,.
TM, is the temperature for maximum k.

of the gas. They concluded, The implication is strong that with more accurate

measuremtts A 2 and (.Ct), would be found to be the same for all the gases."

A partial test of this suggestion is possible from a comparison of the
values for the parameters obtained here with the corresponding values pre-
dicted from the preliminary data smoothed on the assumption that A2
should be common to all the gases. These are shown in Table VI, together
with the preliminary "raw" values. The improvement achieved by the A2

smoothing process is striking, and it lends support to the idea that Eq. (24a)
is a universal solubility equation in the sense that A2 is common to all the
gases with only T, and A3 being characteristic of the specific gas.

Table VI. Comparison of the Values for Various Parameters with the
Smoothed and Raw Values Obtained in the Preliminary Work (Reference 28)

a, -a 2
Source ao = Ao (°K x 10- 3 ) (K

2 
X 10- 1)  

T, UK)

Present 3.71814, 5.59617" 10.496680 168.6670

Preliminary, smoothed 3.7671 5.5869 10.5075 168.85
Preliminary, raw 4.0605 5.4167 10.261 168.22

Source A, -A2 -A 3  M TM ('K)

Present 33.179 36.897 40.615 11.177 375.14
Preliminary, smoothed 33.088 36.855 40.622 11.193 376.15
Preliminary, raw 32.200 36.261 40.321 11.209 378.87

The three present primary parameters, ao, a, and a2, and T, individually are not

accurate to the number of figures given, but they are coupled by the fitting process and
it is useful to carry an extra figure for internal consistency in parameter conversion.

Iq
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Equation (24a) expresses k in terms of the "scaled temperature" T/T.
The equation also may be written as

In k = A0 + A, + A 2  (24b)

which is similar in form to Eq. (24), but here the third term on the right, and
therefore AC = - 2RA,,(Tj1/T)2 , would be the same for all gases at the same
scaled temperature. (Note that because T = T, when k = i, A0 + A, + A2

0, and Eq. (24b) involves only three independent constants.)

3.6. Values for k at Temperatures above 60'C

Values for k at high temperatures, well beyond the range of our deter-
minations, are needed for many purposes. Although measurements that have
been reported for temperatures above 100-C are much less accurate, we have
attempted to relate them to our work. The result is only partly successful,
but at least for the present it provides both the best and easiest way to calculate
values for k at elevated temperatures.

To test the ability of our data and Eq. (24) to give correct values when
extrapolated to higher temperatures, the data for four ditferent temperature
ranges, 0-20, 0-30, 0-40, and 0-60-C. have been fitted separately to Eq. (24)
and then used to predict k at temperatures above the range of each set of data.
The results are shown in the first four rows of Table VII. (The "extrapolated
value" at 60C for the 0-60'C range is underlined to indicate it is not extrap-
olated.) The predicted or extrapolated values from the data for 0-20. 0-30,
and 0-40 C agree extremely well with the measured value at 60C. For
example, the 0-30 C results, when extrapolated to twice the temperature
range of the data, disagree with the measured value by only 0.06-,.

The most extensive measurements of oxygen solubility at high tempera-
tures and pressures have been those carried out at the Battelle Memorial
Institute and included in the report by Stephan, Hatfield, Peoples, and
Pray." ' They defined k as the ratio of the partial pressure of the gas in
pounds per square inch absolute to the solubility in milliliters of gas at STP
per gram of solution, in the limit as the partial pressure approaches zero.
In the fifth row of Table VII we have reexpressed their results in atmospheres,
but their experimental method does not permit calculation of a k that would
correspond exactly to the Henry coefficient defined in Eq. (3). Despite the
lack of equivalence of the two k's, it is useful to compare the Battelle experi-
mental results with the values obtained by extrapolating the Eq. (24) fit to
our complete set of data for 0-60 C. At 100 C the numbers differ by 1.9 ,.
which is within the uncertainty of their experimental numbers. At higher
temperatures, however, the difference becomes progressively greater.

A
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The significance of these differences is not clear, but it il interesting to
note that application of Eq. (2) Aith four terms to a combination of the data
of Stephan et al. for 100-288 C with our data for 0 60 '' (sith equal %%eight-
ing for all points despite the disparity in precisions) fits all the Stephan Ct al.
data w+ith a rms deviation of 2.0,. " hich is " ithin their experimental error.
Refer to the sixth row in Table VII. Betwseen 0 and 60 C the de".iations con-
siderably exceed the uncertainties in our measurements, but theN are neer
greater than 0.7'". The fit to the high-temperature data is better than that
given by the more complex Himmelblau',"' equation, and calculation of A
for a given T is much simpler.

Until more accurate data become available for temperatures aboxe 60 C.
we recommend on the basis of the results aboe that values for A be calculated
from one of two equations, depending upon the temperature range involved:

(a) For very accurate values in the temperature range 0-- 100 C:

In k 3.71814 + 5596.17!T - 1049668/T2 (29)

wheref kx (3)

(b) For values above 100 C:

Ink -4.1741 + 1.3104 x I0 4 T- 3.4170 x I0 6 /PIT2

+ 2.4749 x 108/T (30)

where p k., and p is a partial pressure (in atmospheres) of the gas in the
vapor phase, calculated by subtracting the water vapor pressure given in the
steam tables from the total pressure, and x is the mole fraction of gas in
the solution. Within the experimental errors, this corresponds approximately
to the Stephan el al. results, on which Eq. (30) is based.

3.7. Isotopic Fractionation during Solution

In column 6 of Table I the measured values for S range from approxi-
mately 0.85 per mil (a = 1.00085) at low temperatures to 0.55 per mil
(a = 1.00055) at 60 C. In Fig. 6. these results are plotted as In a( x 10-) vs.
IT, together with the data from Klots and Benson" ' and Kroopnick and

(raig. ' Note that the ordinate in Fig. 6 is essentially equivalent to 8
(expressed in per mil), because

In a In(I + 8) = 8 - 82/2 + 83/3 +...

Consequently, since 8 < 0.001 for oxygen, 2/2 and higher-order terms are
negligible, and to a very good approximation

lnc a 3

l-
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Fig. 6. Variation of the logarithm of the fractionation factor a for oxygen with the
reciprocal of the absolute temperature. Results from previous work are also sho% n.

The high precision and relatively wide temperature range of the new
measurements make possible an attempt to explore the variation of a with
temperature. From Eqs. (19) and (24),

In a = In 32k - In 34 k

= (
3 2a 0 - 34a) + (32a, -

34a 1)/T + (a2a - 34
a2 )/T

2

or

In a = Aao + Aa 1/T + Aa2/T 2  (31)

which is similar in form to functions considered by Bigeleisen,'4 7 I Bardo and
Wolfsberg, " "' Rolston et al., 41) van Hook and Phillips, (50 ) and others, in
discussing isotope effects. Table VII summarizes the results of fitting the
data to various combinations of terms in Eq. (31). The standard deviation of
In a for all forms is 0.017 per mil, which is comparable to the estimated pre-
cision of the measurements. Clearly, on the basis of these oxygen data alone,
it is not possible to choose one of the functions as preferable. (Although the
standard deviations are the same, the deviations at any specific temperature
may differ slightly. The fit used in obtaining column 7 of Table I is the three-
term fit, No. I in Table VIII.)

If desired, Ilk at any temperature may be calculated from

In 34k = 3.71937 + 5595.45/T - 1049624/T 2 (32)
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Table VIII. Fits of the Isotopic Fraction-
ation Factor a to Functions of the Form
In a = Aao + Aa,/T + Aa 2/T2 , for Various

Combinations of Terms

(1) 11i a = -0.0012263 + 0.72466,T - 44.398/T

(2) In a = -0.00072951 + 0.42696/T
(3) Ina = -0.00001621 + 63.609!T
(4) In a = - 0.0092203/T + 64.914/T

2

(5) In a = 62.223/T 2

In all cases the standard deviation of both In a and
8 is 0.017',/.

where the coefficients have been obtained from the relationships 34a,
32a, - Aa,. (Again, the three-term function for In a has been used.)

If it is assumed that the isotopic fractionation is due to a difference in
the zero-point energies of the two types of oxygen molecules in solution, then
a calculation like that of Muccitelli and Wen ,311 leads to a value of approxi-
mately 2.5 A for the size of the solvent cage. For the solution of hydrogen.
Muccitelli and Wen obtained approximately 3 A. It might be argued that a
smaller value should be expected for oxygen than for hydrogen, because the
larger oxygen molecule would make the effective size of the cavity smaller.
but additional precise measurements on other gases, and further theoretical
studies of quantum effects in aqueous solutions, are needed before our
understanding becomes more than qualitative.

It is evident that differences between 320 and 102 for the partial molal
function changes may be calculated very simply from Eqs. (25) to (28) by
substituting for ao. a. and a 2 the coefficient differences Aa 0, Aa,. and Aa2,
respectively. For oxygen, of course, the difference in the change in heat
capacity cannot be determined from the present data, because reference to
the values for Aa2 in Table VIII shows 'tat the difference in AC' could be
zero. negative, or positive, depending upon the function chosen for In a.
On the other hand, the values shown in Table IX for the other differences in
thermodynamic changes are independent of the function chosen. The values
for (AH)/A(AH ) and (AS )/A(A ' ) are interesting because they indicate
that substitution of an 3"O2 molecule for an 3202 molecule in solution in-
volves a change in enthalpy with relatively little change in entropy.

4. CONCLUSION
A new method has been presented for determination of the Henry

coefficient k and the isotopic fractionation factor a of gases dissolved in
liquids. For oxygen the precision and probable accuracy of the measurements

• :4-..
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Table IX. Differences at 298.15'K between
320, and 302 for the Partial Molal Thermo-

dynamic Function Changes between the
Usual Standard States

A(AG ) 0.418 cal-mole- t Ac°/A(AG °) = 15,100
A(AR ) = 0.85 cal-mole- A ,"IA(-% 'I) = 3.400
A(A.S ) 0.0014 cal- K '-mole' A',SA(AS , ) = 21.400

A = t.AG t: - tAG l,4. etc.

of k are an order of magnitude better than previous results on any gas. This
very high precision has shown that the best form for the ,ariation of k with
T, and perhaps for equilibrium constants of other systems. is the three-term
power series in I IT proposed by Benson and Krause. Their suggestion that
the equation may be rewritten as a universal solubility equation is supported
by the new oxygen results. The isotopic effects are small, but very precise
analyses have provided the first quantitative determination of the variation
of a with temperature for oxygen. Accurate values have been presented for the
partial molal thermodynamic function changes between the liquid and vapor
phases, including AC, which varies inversely with the square of the absolute
temperature. The isotopic measurements on oxygen have shown that sub-
stitution of an '10, molecule for an 3202 molecule in solution involves a
change in enthalpy with a relatively small change in entropy. They are
qualitatively consistent with the idea that the fractionation is the result of a
difference of zero-point energy of the two molecules in solution. A new
procedure has been suggested for calculating values for k at high temperatures
until more precise measurements become available.
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APPENDIX A

Although the equilibrator employed in the preliminary measurements
reported by Benson and Krause (28 is no longer used, a brief description of the
experience with it should be reported because it suggests the possibility that
solution of a gas in a very thin film of liquid may be influenced by the pres-
ence of the surface supporting the film.

A drawing of the unit is shown in Fig. A-I. It consisted essentially of an
upper chamber A, a lower chamber B, and a connecting tube C. The total
volume of the system was constant, but its distribution between A and B
depended upon the position of the 0-ring sealed piston. The piston and

*.

Fig. A-I. Drawing of the equilibrator used by Benson and Krause (ref. 28) for the
preliminary measurements.
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cylinder were made of Type 316 stainless steel. Two kinds of "heads" for
chamber A were used. One was blown from 4-in.-diameter " Pyrex" pipe and
included two 6 mm stopcocks at the top. The other was constructed of Type
316 stainless steel with specially designed stainless steel bellows valves. The
O-rings were made of " Viton-A," and those in contact with the solution were
ungreased.

With the piston in approximately the position shown, chamber A was
filled with degassed water and then closed off. A vapor-phase sample bulb,
with a stopcock and ground joint at each end, was attached to the top of the
equilibrator, and the desired gas put into the bulb, tube C, and chamber B.
The system was mounted vertically and fully immersed in a constant-
temperature bath, the chambers were interconnected, and the piston drawn
down almost to the bottom. The support frame for the equilibrator was
tilted to approximately 45', and the unit was set into rotation about its
cylindrical axis to bring a continuously changing film of liquid along the wall
of A into contact with the gas in essentially the same manner as that described
by Green,""I who attributed the idea to Jacobsen.€25 After the desired interval
of time, the vapor-phase sample bulb was closed to isolate a known volume
of gas at the temperature of the bath. Then, in stages, the piston was raised
and the tilt reduced, with rotation continued between adjustments, until the
unit was upright and the lower flange of the piston was firmly against the
shoulder stop on the cylinder. During this process the liquid level rose and
displaced gas from A to B without trapping bubbles at the wall--liquid
boundary and without pressure change within the system. With A closed off
at the top, an accurately known volume of the solution was isolated. Sub-
sequent gas extraction and drying procedures were similar to those described
in Section 2.1.

After eliminating some initial problems with the groove design for the
upper O-ring on the piston, the equilibrator gave very precise results which
permitted detection of relatively small, but gignificant, systematic effects
apparently associated with the thin film. Summarized briefly, the following
characteristics were observed:

(I) At all the rotation speeds that were employed, the kinetics of
equilibration were determined by the rate of formation of film on the
wall of A.

(2) In the early measurements the kinetics for a given speed of rotation
seemed to follow the Adeney-Becker'5 31 growth curve (attributed to
Carlson 15 ) by Montgomery el al.("'7). Later, however, semilog plots
for long equilibration periods revealed a dual half-time. Typically,
for example, at low temperatures an initial half-time of 15 min
shifted to a half-time of 5 h when the water became nearly saturated.
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This seemed to imply a different control mechanism near the end of
the process.

(3) As the temperature was increased, the rate of equilibration decreased
markedly. This is consistent with the very large decrease in the
viscosity of water at high temperatures, which would lead to much
thinner films on the surface and reduce mixing in the bulk of the
liquid.

(4) Approach to equilibrium from both the undersaturated and super-
saturated states showed that, near equilibrium, the same concentration
was reached from both initial states, but that the common value for
the concentration increased and approached the equilibrium value
with the longer half-time. It is clear that this traditional test for
equilibrium is not conclusive unless the pairs of measurements are
shown to give the same results for several different equilibration
periods. Later, after results were available from the equilibrator
described in Section 2.1, it became evident that, in the very long
equilibration periods, the thin-film equilibrator could yield solutions
apparently slightly supersaturated relative to the bulk liquid.

(5) The value of k depended upon whether the liquid film was in
contact with a stainless steel wall or a glass wall in chamber A. For
example, with both oxygen and argon at 2°C, k was greater by
approximately 0.1 '7 with stainless steel,

(6) Tests showed that these effects were not caused by contamination
from either real or virtual vacuum leaks, by incomplete mixing in
chamber A, or by vacuum grease in the stopcock at the top of
chamber A in the glass head.

After the equilibrator in Fig. I proved to give excellent results without
any of the above problems, no further attempts were made to pursue the
source of the difficulties. The observations are consistent, however, with the
hypothesis that the properties of a thin film clinging to a wall of metal or
glass may be different from those of the bulk liquid. Adsorption of gas on the
large surface area of chamber A may also have played a role, because
chamber A served the dual function of equilibration vessel and liquid-phase
sample bulb. Note that the walls of the liquid-phase sample bulb in Fig. I are
exposed only to the liquid phase.

Prior to the preliminary measurements reported in 1976, initial tests were
conducted to estimate appropriate equilibration periods. In carrying them out
it was assumed that the longest times would be required at low temperatures
because of the higher equilibrium concentrations and the (presumably)
slower kinetics of exchange and mixing. After 20 h seemed to be roughly
satisfactory at low temperatures, that period was used for most of the pre-
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liminary measurements. The results for oxygen were that near 0°C the
solution was nearly saturated (k was only 0. 117 high), but as the temperature
was raised the solution became systematically more undersaturated so that k
was 0.767 high at 35°C. Despite this systematic error, the primary con-
clusions from the preliminary work, i.e., the functional dependence of k on
T and the relationships between solution and molecular parameters, remain
valid.

APPENDIX B

For comparison, the notation here follows Clarke and Glew.123 ) At any
given temperature the equilibrium constant is related to the standard thermo-
dynamic function changes by

AGO, ASO AHT (-l
R In K, = I - T (B-I)

where AGT, AS;, and AH' are functions of temperature only. If we now
assume that the standard thermodynamic-function changes are well behaved
functions of the reciprocal of the absolute temperature I/T, then AHT can be
expanded in a Taylor series about the reference reciprocal temperature 1/0.
Then defining

1 1
-T (B-2)

so that f 0 when T 0, and also denoting the derivatives evaluated at
T = 6 by

[d' AH;]
DL- d#f J0.0

we have the Taylor expansion

AHT = AH + D,/p + JD 2
2  

+-. (B-3)

We also have the relations

= T [-- T---'- (B-4)

A = [ aT J (B-5)

and

A CP* = At)'-J (13-6)-aT ]i
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so that

ACpo. D,-0 + D2( 1/9) + IfI T 2 
+ [-2 + IfI T 3 + . (B-7)

Using the relation between AST' and AC'T we have

AST' = AS + PT dT (B-8)

and then combining Eqs. (B-7) and (B-8) with (B-1) and (B-3), we have

This may be rewritten as

R In K, = a,, + a,/T + a2 JT 2 + a3/T3 
+ ' (B-10)

'which corresponds to Eq. (2). From Eqs. (B-I), (B-4), (B-5), (B-6), and (B-I0)
it is evident that the thermodynamic-function changes AG'T, LAHT', AST, and
AC,,, are very simply related to the coefficients obtained from fitting the
experimental data to Eq. (B-1 0) for the temperature dependence of equilibrium
constants.
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I[(Il ctu v licitit ot k.\~~l t. which hay1 ;tit vstimated acci rac\ oft 0.020", . Equnationls are
Iltrked~ whicfh rclate k,, to cquliiamlll conlcenltrationlls natra 'wters. lTle equlationls lbt
clAnic vorret.tiolll hIr mllllciIIr in~teractionls ill the \ apur phase. I I certailt\ abut tile best
\%.t\ to co~rrect till theIse inlteraionls lInlits tile estimjated iaccuracy %Iof the dierivedi \allies tol
about1 - 0 (07"; at 0(C and 0.1.t)'' at .40'C, lbut the new reslts arei lnch Inore accurate thanl
saints from~ tile UN\ESCO: tallies. Withiln thiri rando i rrors. presiou~s mIeasu~remlents agree

per illi difiOtn'cw iltttin thle "0( _ :: )., abilldillie a llin til flij dsslliyt gai, andl the air is
zivn In lv t - 0.73 ,t A27/7'), where fis ti kelfvin and thet stalldarli dtviationl is <0.02'4,.

Accurate valutes f'or the solutbil ity of cient with temperature. (Throughout this
oxygen art necessarv to interpret tlis- paper we shall use T for kelvin temper-
soh-ed o~xygen Concentrations in naturnal attires and t f'Or Celsius temperatures.)
waiters. For many vears, values based onl Clarke and Clew ( 1966) presentedl a
the mneasu remnents of' WXinkler ( 1889, sy'stemnatic treatment of' the generalized
1891) andl Fox (1909) were used ats stan- \Valentinter function
darls. After the determinationis ttf'Trues- In k = A,, + (A 1/T) + A-An T
dale et al. (1955) raised doubilts albout the + AT -+ A, T' . (2)
WVinkler and Fox standairds, ne w tnea1-
suremtents were un dertakeni by mlany for equ ilibrium i constants in general.
woirkers. MIots and Betnson ( 196:30) Weiss ( 1970) used the oxygenl data tof Car-
Mlontgomnery et all. ( 1964), Carpenter penter ( 1966) and Mu trray and~ Ril1ey
( 1966), andi~ \Irrav and~ Bilev ( 1969), us ( 1969) f'or both pure water and seawater
ing tliflerent methlods, oibtained agree- to) fit series lof this form in temperatuire,
tuent within the scatter of their datat, ie. with additional terms for the effect of' sat-
about t O.2 '/c, for the soluili ity tf oxygen linity, to) Buinsen coefficients andI varttous
in ptire watter oiver the range 0-:35'(. "oneenltratin it) ntes. Posttna et al. ( 1976)
Until recently these have conistituitedl the: used the Weiss results to) calculate oxv-
most accurate stolulil its' datat available f'or geti solubil ities vs. temperature and sat-
any gas. Ii nity in the U NESCO) In ternaftional

Results f'rom soluhil its' measurements Oceanoitgraphic Te ables, Vol. 2. We (Ben-
have been smloothed( in' ilanv dlifferent so~n anti Krause 1976) have proposed1
wayis, In grap~hical and iaaltical tueth- In k = il + (a ,/T) +i (aJT -)
ods andi comnbi nations of' the( two (se +(e~l 3
Benson and Krause 1976). Valeimtiner+(aI)+..()
1927) assumtled that the change in partial for the temtperature dependence of' the

miolal heat Capacity tif'a gas duiring solim- Henry coefficient tof' gases dlissolved in
tion was ind~ep~endtent of temperature and pure water, and we found that use of' the
derivedl froim the van't I lofTequation the three-term version olf this expressionl re-
expressio n veals relationships betwveen the molecu-

In L = A,, +- (A,! T) 4 A .Jn T (I) Ilar p~roperties of' gases and1 the therino-
dlynamic properties of their soluitions.

for the s\triatimn tof' the Ostwaltl coeffi- Benison eit all. (1979) have obtained very
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precis aLnd accurate new exp)erimlentail lhast' andl Xt is its, mole fraction ill thle
results fo(r thle I helny coefficienit of* ox% - liquid phase. Although the Ieiirv coef-
gen inl pure water f'rom 0' to) 60'C. Thel fic ilt k, is morlie fold~linciita1 b~ecauise of,
random error inl these mneasuiremnits is its (Iirect relationish ip to the changpes inl
albouit 0.02%, wxhich is an ordier of nagi- thel chiemical plotenltial and the other par-
ijtude lower than inl pre% iois %%ork. tial inolal tlieriiiodviiainic fiunctionls, oth-

Agreement within thle randloii errors inl erI \\it\, of* expressinug gas sol uhilIities are
thle earlier studies, and e\te isi s tests, m re 'isefii for studies of natural waters.
indicate that thle niew incais ii reme u ts Siuppose that a hody' of pore- water is inl
prohably are free f'rom systematic errors thermodyniamic eqiiirimmin with anl at-
andi that thle accuracy is limited by the molospliere of* stamidard composition satm-
precision. The new. oxygen (latat show ratedi with watter vapor at a total pressure
that Eq . :3 providies at much het-ter repre- 1). For o\\ygen we mayv write f emry's las\\'
seultatioii of the \variation of'k with 'T thani) s
the genieralizc'd \'alentiner fiunction or- k, Ilo (4
any" other filmectioll that has heenl coolsid- +0 ±jj-- ~
tIVdL For .37 da~ta poimits only ii threi'-term
powes'r series iil I/T is required to give a where I), and l~w are the niumih1ers of,
precision of' fit that is better thani 0.02'!( moles of water aiid of' dissolved ox\ geni
ho th. titm f i 6j, teiiperitimfrt range. Fur- iri soriw v'ohiie , of'sol tioimi, and ill,, is
therinorc e.l(ui io et at]. have shown that the miime' of, moles of, all] other dis-
Eq. :.3fIOllosss frojm at svsteimmatic thermo- solv('( gases, It'. csstiltiall\ nitrogen. If'

lisialic iimls ixtha~t is cililisaletit to the v", and Vie i' the partial mu1olall volumes
Clike aud (;IvI i 96 treatinctit o)f' the of' oxygeni and of the it'siduiial gras. aind .1l
1!'n'rili/id \ '1 eltliio'r fuiinction. andi p ait ilt'e grin illoilteclar Imiass and~

)iir pmrpi xc i.' thus pa'ri is to dt'rive denisity (of' pure wvmh'r, the vol ioei V, at
froiii tli('t I)(,\% mc I1ts \(.I*\ aciirate \ill- tile teniperatlire if ii b Iiriuii is given
lit's tli thii 5 ,o ills (1i ii it it iis co'I 111110(11 b\

Iis'li to spa'sifk 'iib rii ii o omt'titril-

tiools of o\\'_'c[i ill fichisatm fiuiii 0 toi x ', - w.11', -IOld 5)
410 C:. l'illitiiis aiod till i '1 ire pr'su'nh I

thitiiiii, ko~c o'\fi'iss the resullts (it ouri lilt, siihistitiitiiig E'q. 5, 'Nt' Olilili thet cs~lm'us-

is'1fiil for t'icllt'iital stiildiu'5.

Xrritt and J. If. Caurpe'iter. W~e thanik 1). k',1f- w(
VK. (Xoi'tt amid H. lBattimio f'(iim m'eading the' pil i'4 (, )(,

imaniust'ript tritital\ l. Commeniilits f'rom C.X (6i
If. Moi'tiiietr and HI. F. W\eiss hiase clitmi for the equiilibriiii cointe'itratioin if' tis-
\vrv usefil,. Th'is oik was suippoi'te'd ill so1lvedt (wl\X'iilih' ill illoc sfgt' il per~

parit hw) National Stien'ct't Folilutltioml l 111110'~l of' suilitioii. If' \\' aitiiut that
gramit O( ; 78-08120 anil i part hv ()hfict' thel Lew\is anid Rand~all ril(' tpplies to
of'Nasal H('st'arci contract Nt)0tIl4-78-C- this svstei,
0198. sj".()

I' -i~~ii~ 'il ' o'umcptu'(illu andl( whleitrc , is tilt' fimgat'it\ pure luxageil

lii' Ii'n'!io'ojjnio'itwould have alt the t'qilihiriiii teniir-

li',irVs law states that ki,,. Where ture'( if' its prtessurie were the samle ats the
Lis tiltl' fugac'it\ iif the iti ""as ill tile valpor htotal precssure P' oftlie looket'd vapor phase.
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Benson et al. (1979) showed that (Equation 1:3 is eq. 10 in Benson et al.,

=PZO, which is based onl second virial coeffi-
cients given by Sengers et al. 1972.)

where Z', is the compressibility factor for Furthermore, we have found that over
pure oxygen at the eqfuilibriumn temper- the range ( 0 -40'(: the density of' water
ature and1 the total pressure P. (Benson et in gci (01A all be( calculated froml
al. referred tor,, and Z',, asf* and Z* (al(0n(105851+ :2.75T

as P,). The notation is changed here- he- (np1-4)981±(2675T
cauise, following geochemlical custom. ,4,8.lT)(4
the asterisk is used in conjuntction with with anl error no0 larger than 20 ppmi.
C,, to denote something quite diflerent. I Again, TF is in kelvini.
Fuirthermore, by definiiitin, It should he noted that Eq. 11 is niot

P,1 = p. ()restrictedI to the equiilibrium of' air with
water. \Vithini the stated assimuptiolls it is

If' Eq. 7. 8, and 9 are combined, anid valid f'or any mixture inicluding, puIre oss-
(1I - f0,P) is substituted for1 Z'(,, the result genl.

is P. .)1)The Bunsenl ((wffhcunt
P~ -hP (1) A Bunlsen coefficienit for oxygenI, t3,.

whre0 is the negative of' the second mlav be definled as the nmlber of, moiles

pressure coefficienit in the vi rial expan- of, ( ,lissol sed oxygenl (or, eqn livalently, the
sion for the real gas behavior of* oxN gen. vol mimec the dlissol ved oxygenl would oc-
The argument leading to Eq. 10) is es-senl- cupy at STP if* it were an idIeal gas) per
tially equivadent to assuming that f'or at unit volume of'solution per umnit partial
mixture of'real gases, the virial cross-term po('ssnre of' oxygenl above the solution.
B,, is equal to (B,, + B13)/2, where the sec- Variouis workerls have dlefined Bunsen
ond virial coefficient 13,, takses account of* coefficiecnts inl other ways. but this for-
initeractions between pairs of' molecuiles mulation is most lisefoil for gecochiemical
of type i. B3, between pairs, of'tvpji and work. From this definition adil Eq. 11,
Bi, between mixed pairs of' molecules n p( g1. (5
(e.g. .. c ;umggeimihein 1950. Sect. 5.14 _ p(- ,) 1)

and 6.14). X-1Pq kMN
\Nhen Eq. 10 is inserted inito Eq. 6, and This shows that 13, depends upon mnot

it is recogn/.v tha thbai nterack onl1y thle tempe-rature throughi k, p. uaid

lts inl Eq. 6 (lifters h'orn unlity by orl. 20 tA,, but also the total pressuire P'. Usually.
or .301 pp (see I'.nts et al. 1965 fo r v-alu es the linnsemi coefficienit is ref*e rred to a s I t-

of" the partial inoAl voliunes), the result niationi in which pure oxygenl with a pill'-
is tial pressuire of' I atmn is albove the solum-

tioti, but Eq(. 15 imoplies that the same
(1- 9)) (1 resullt w'ould be obtainecd wvith I attn pres-

V. kI suire of' air. Then, denotimg this luisemi

Theurefore. at ai I'll and P, the (olwcell- (0'f ,ficielit by J31,

tration of' (issolveCl oxygenl call be calcli-p
lated f'rom valmies f'Or k,,, 0",. id p). F1,0111 k-\ P_ )J ( I (i)

Bellollct l.,k,,is ive bywhere P),,- is the satiriteul \ apor pressure
In k,, :3.7181.1 (5596.17/11) of, water ill atiuspberes at the temlpe ra-

l.4.68( (12) hire of 'eutilibriumn.

where 1' is in kevimi anld k,, in atul. an(d liccaisc the prcsenit ulisclissmmi is lim-

for 0(I -(~ 40'C itcl to temperatures betlow -10O,C. the
quanltity 0jP,, c'an be nleglected. (Even

0.t00975 -(1.426 x 10 't at -40''(:- it is 0.0000-4.) l'q. 16 then re-
(6.4:36 10 't) 1:3) duuS to
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S- O) (17) por) of I attn. In the past solibility, equi-
libriutn solubility, and sometimes air sol-

Xltholiih thle remaiing fac'tor tI - 0.) lbility have been used f'or this concept.
dg fc (1 ) The first, however, also is coinionlk
differs only~ slightly from unitv (it varies

from 0.99W)2 at OC to 0.9994"9I at 40(C), sed to refer in a general collective sense

for accurate values of, 31,, it mst e in- to the solution process and ways of de-
clde to correct fin ,no! cclar iiterat- scribing it. Neither solubility nor equilib-tiotus itc the vapor phase. Sulbstituting .um solubility suggests that the systenmis composed of tile solution and the at-If= 18,0153 g iol' in Eq. 17 gives mosphere, while air solhbility literally

13',- 5.5508 x 10' P1 - t) implies a concentration of air. Although
-t no procedure, short of creating a new

word, is ideal for both clarity and brevity,
where /3',, is in #no'! (i of solutni~ per choice of unit standard concentration of-
atin when p. the density of' pure water, is fers the advantages ofindicating that it isi 'iiiian k, is in ',tin For3' in rsthadaagsoinctightitsindeal a at k. ii 'ati F , ie re- i concentr tion under standard condi-
of, ideal gas at sTP (In 1an' we re-titie.eiliritlWtha';ndr
place the numerical coefficient in Eq. 18 tions, ie. equilibrimn with i standard

with 1.24416 x 1mi. (The voline of i atmosphere at unit pressure. The unit
mole of' ideal gas at STP has been taken standard concentration Iy mass, Ct,, is
to be 22,414 cuin.) defined in an analogous way, except that

To facilitate the determination of val- the concentration is referred to unit mass
ties for /',,, we have fitted the' logarithms of solution. If both C%, and Cto) are re-tiesfor ,have fri t logaWithm tI ferred to as unit standard concentrations,ofvahies calculated from Eq. 18 (with tie the asterisk and dagger, and the associ-aid of' Eq. 12-14) to a three-term power 'ted its, will distinuish between
series in the reciprocal of' the absolute tems
temperature. 'Fie result is In order to write down an expression

Il 131,, = 13.5246 - (5.26895 x WIOIP) for C*, from Eq. 11, we need an expres-
-f.04 17 x 1fW/TI) (19) sion for P,,. For temperatures below 40'C

the saturated vapor pressure of pure
where 13' is in /tiol-din :1'atn '. For water is <0.08 attn. Consequently, the
values it eS ctn' of ideal gas at STP" common practice of taking the difference
(li :I.ar ', we substitute 9.7265 for the between the total pressure P = I atm and
first constant. Over the range 0-401, the value for P,,.,. read from the steatn ta-
\ahes determined from Eq. 19 differ bles (in atm) pro)ably yiels a good ap-
fromn those obtained f'rotn Eq. 18 by less proximation for the partial pressure of the
than thec uncertainty in k,. The excellent remaining gases. Then, again using the
fit of It, 13',, to the three-terut series inl definition that the partial pressure of a
1l/' is not surprising, iecause p all( (1 - gas in a mixture is e(qual to its tnole frac-
0,) vary only sightlv with tenperature. tion times the pressure of the mixture, we

have
1'.1if Stadard atmosltr. P,, = 0.20946(1 - P,,.,). (20)

For o\\sgen, the unit standilard attno- aId
'flhtric concentration bvolutne. (v"m,, or,
more briefly, the itit staildard comicetutra- C%* 0.20946( 1 - P1.,.) P3 (I -
tion, is defitnied here as the cotcettration
of ifissolsed ,, xygtl per unit volume of (21)
solutiol (mIeasim'o( at eqttilibriumn tern- or. in terms of,, from Eq. 17,
peratrtre) when it is in eqiilibrium with
at atnmsplhere of standard composition C*,, 0.20946(1 - P)f31 (22)
and ;atrated with water vapor, at it total The sahie 0.20946 for the mole fraction
Ir'S sure (inc!tlinr that of the water sa- of' oxygei in dry air is from (lueckaif
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(1951). For comxeni'nce ill cal'lating P,,,) has it differeiit fumt'tional form
wek,,, w e ha\v txj)resst'd the temperature froll 13',,. The' standard d(.viatilms for

(l('p('ui(l('i(' of'P,,., b% three-, fur-, and five-term series are

Il P,,. = 11.8571 - (3,840.701') . 16. 0.026, and 0.004Y . The two five-
t'rm scrics are tilt briefest within tile
)precision of the Benson et ll. (1979) val-

whe're 7' is ill kelvin itnd P,,, is ill trn. ties for k,,. For" C(.. in A -atoiiis'(hno
Betweetn 0' and 40'( E1. 2:3 gives values
for ( I - P,) that differ roiil tile standard Ih (*, 135.2089)
\alues by only II ppm rins. Using k, 0,,, +(1.575701 x lOW/T)

p. and I, f|r'n Eq. 12. 13, 14, and 2:3, \\' - (6.642:308 x 10)7 T2)

have calcu|lated \alues for C* from Eq. + (1.2438(X) × 10/'3)

21 at integral temperatures. These are (8.621949 x 10 /7'4). (25)
giell ill 'able 1 ill three sets of' units: To obtaii ( , (ill cil ii dl (:' o giii
/Ag-atoos'din :, cn : (ideal gas at STP)- wc replace the first constant ill Eq. 25
(ll :l and nigdl :. ITo confifrio with with - 139.70011 or - 139.344 1(. Similar-
tilt, Internlational Association of' Physical ly, for (Ct, in/ tkg-atons-k
Oceanographers ( i hlland-! iansen et al.
1948) and til' Joint Panel on Ocano- Ill C t, 1:34.606W)
graphic "Tables anl Standards (Postma et + (1.572288 x 10-/T)
al. 1976) we hare xI)rssed the first set - (6.6:37149 x I(/T2

)

ill /tg-atorns rather than pinol. For the last + (1.243678 x IO'"IT)
set I imoi of' oxygVen has been, taken to - (8.621061 x 10"'/T 4 ), (26)
be '31.9988 i4.I and vhen (t,, is desired in c:'.kg I or

To obtain C',, it is necessary only to glg.kg ', we substitute -- 139.09811 or
dividc (;*, hv the ensity of'lthe solition'. - 1:38.74210 for the first constant in Eq. 26.
TO an excclleCnt al)proximation, however,
tile latter is equal to p. tile density of pure Eluilibrium conc'ntrations vs.
water. "T'herefre. from Eq. 21, atmosplueric presslre

C*-• It is useful to havet a simple way of' cal-
C-tn ' *" chlti ng the eq(lililbrium concentration lof

P I dissolved oxygen ill a situation wshere the
0.20946(0 P- I..).. (1-- j,) . atmospheric pressure is different from

(24) ity. The more gienedral fOrmu of Eq. 21,(24)

(:,, = 0.20946(P - 1,.) P  (1 - P),
\'al|es for (;'',, hae\ Ieen calcuilated at !
int,tzral tell)lerattires from EqI. 24. Thev (27)
a|re showl in tihe last three colliunis of is the appropriate' e(uiatiou to use (ift we
Taled' I ill i g-atolis ' kg '. cu- ' (ideal gas itassiile that the composition of tilt, at-
at S'l') -kt '. and i.'kg . nlosphtere is liiiifrum), bt to use it in

For ulst in cither fieldwork or the tlal- the fiel woil i' cinl)ersoul, low-
oratory TabhI' I prm ides it simple incans ti e umr,

for fi|diit \ er accuriate values for C* ever,

and C... lilcar iterlpolittioi betweei ('4 = C*p[(1 - P.*/P)( 1 8j)
degre's introduces ai error not >0.017%. ( (1 P-,..)(1 1 O) i
For ('comviptt'r appl'ication we have fitted (28)
Ioth Ili (C*, . and In (A',,, ('IcuIlatet as
atln lye, to power series il the reciprocal Values for the quantity in brackets for
of the kelhin temperature. Although, its oxygen are given ii" Table 2 for pressures
\we Ihaxe seen. Ill 3', fits a three-terin from 1.1 to 0.5 atm (the fatter corre'sponds
finction extratorliiarilv well, more terms to an altitude of alotit 5 kill). and for tern-
are requ ired for C ,, and (',, )'cause (1 peratures from 0' to 40'C. Accurate val-

, L . . , -' • • " , , -.'--
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"labhIu I. Value, f r (.:,, a t, i Nrloous tt of jloit, at iitezra t(cmI)I ratIrts,.iine-ar iiiterpolation
l)tw\vI d .ret, will introduce an erri, , " 0.4 'OM 1 " To coe'rt from /mu-i)oin, to t.oio diu ide by 2.

85-02,
-  

,5 42. 385 T5(44.

0.0 943.8 4 10 .5 1 1.621 77 490 - 1:1.6235
1.0 88.53 9.9577 11.2 16 84o8762 9.9588 14.2174

2.0 8 6-1. ,f 9.6,869 1:1.829 116.1. 11 9.687.5 13.8302

3.0 S1.28 9..4282 13.46() 8.9 111 9.41286 1:3.4606
4.4 S 19.2: 9.1811 1:3.1072 8 44. 26 L-1. 1) 14 13.1077
5.,0 798.15 S.4.418 12.7699 798, 18 8,.9452 12.7705
6.44 777.9 8.7188 12.644 .17 77S.51 S719-4 12.4-18
7.0 7,58.68 8;.5025 12.1385 78.75 .50341 12.1397
1.0 7-10.19 8.2954 11.8127 710..21 S.2966 1 1.4.15
2. 4 860969 I11 .559: 722.681 8.1986 I1.5619

10.(0 701-3o 7.9065 1 1.2876 705.71 7.WR89} 11.2910

. O 4-, 21 47 2 4 1 (1). 0 2 70 6 8 9 7.48 7 270 1 1.0 3 13
12. i,7 ;7 7.5.487 I.7768 63.9 1 7.5525 10.7822
[ ; 0 6S.56 7. 805 10,8 6h 658.96 7.38730 187.5.131
27.0 11-I. 1 1 7 2 I,7 1057 6447 7.2212 10.3134
1.0 6 .2. T.'06, 3' 10.84377 6:30.:2 7.0696 l0.0927
16.40 61 I -6. 1 697 8702 6. 17.55 6.9210 9.88056
1 7.0 )i !'(|I.( ) h 69~7 9).661;-7 60.1.80 6.7780 9.6764

I N.04 59 1 4 o 8 11 4.1667 592.51 6.6027 9.4799
19A0 579.76 (.1,71 9.27 4 580.68 6.5078 9.2W7
20.0 56.27, 4 8,,6 9.9(420 569.28 6.38M 9.10983
21.0 557 47 6.2 1.1. 8. 9115 558.29 6.2568 S.93241
22.7 5.16 6) 12-12 S. 7 1: 1 547.68 6.1379 6.7626
23.0! 5.36.12 6,008S3 .S,5776 537. 1.1 6.02:31 8.5987

2-.4 326. 11 I 6.8962 N. 1176 527.58 5.9122 8.4404
25.0I 516. ;I 5.787,S S,2628 517.97 5.,8049 8.287:3
26.0 .50 7.0S, .5.682-S 8. l l:30 508.7 1 5.7012 8.1392
27_ 1A).t 55h1 7.i167-1 .199.75 5.61107 7.9958

2,80 I4S.22 45 P127 7.S-272 .191.07 5.5034 7.8569
290 180.69 i.4 971 7 6 4, .1,82.65 5. OM91 7.7222
3. 0 17212 5 29 11. 75_5 1 -17 1.-19 5.:3 176 7,5915
11.0 16 (' . s 5.2.i1 T, 1298 466.56 5.2287 7 a7
Q2.0 15 l.t 51 5. 1 167 7.. 18, .458.85 5.1-124 7.3414

33.0 1 2596 5.0 11 7. lI 1 15 1.36 5.0584 7.2215
o)t al I f t5 br1 aksh 7.fr 6 17T 11.i. 1.9767 7 104-8
;5.0 M 1. t 5 1.86177 hs. 1. 1 1:36.96 .1.8970 6.9912

l i. ) 127.11 1.7eS9 6.8 168 4:00-1 4.8194 6.88it1
170I 120).15 .1 71201 6.7269 .12:3.28 4,74:37 6.7722
3sJ0 11 171 .1.630S, 6i. 6 196 116.(-68 4.6697 6.6666
39J) 107,1,S 1. -.h,13 6..7i1 17 110.22 41.5,974 6.56'34

l 0 it 7h ..191: f.t4 1 i1 .m03.91 .1.526i6 6.4623

ties for c ,, ca be obtained th simpl beclome larger, but this reion for P and
multiplying " ,, fTrol either Tolte I )r t is iot usinall of interest in geochemica]
Eq. 25, hy thc prod or of P and the ap- stadies. It is obvious that Eq. 28 and the
lproplriate" value for the bracket fro m m,- procediure just describ~ed are equally ap-
Weh 2. plicahlt' to (:to,.

Liticar interpolation in P and~ t wvill in-
trodiice an error - 0.0',' in the( lipper and Istcfacin o of t shei

lesections of' Table 2. Interpolations "119"'Z~ duringSouto

f'ron) n11n111rN in lparenthe'ses will lead to From dire'ct mass spectrometric comn-

errors -. 0.0)5(. \Vith the numbers in parison of tile 11().,:120., ablmhvce ratio

brackets, the interpolatima errors rapidly in the dissolved gas with the correspond-

-1
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Tale 2. Valtivs fur quiitity lirauketed it, Eq. 28 %s. P) and t. Lmiear initerpolation tin P and t will
introduliie ii error -V 0J.02'7 il tipper aid left sectjimis of tall. Inteirpolationis usiuig flumbrs ill parci.-
theses will leiad tonoT -4ir 0.0517- Wi the- iku.ml ir, inl b ra-Isets ilterp(itl t 1)11 rr.ir I te-Cuin larger.
Eithcr temiperature ur plressure iuds lbe interpiolatted first, its illustratedI lor t 3.()"(:tild P -- 0.67 atil
by the two array, hielow the body t u'ltime table.

NL1 1.0 0(4 (18 04. 01) 05'

0.0 1.0(3X5 1.(KX0 0,9994 0.9987 0.9977 0.99%:3 0.99444
5.0 1.(X37 1.(300 0.9991 0.9( .96 0.9946 0.9918

10.0 1.0010( 1.0000( 0.99S81 0.9971 0.99.50 (0.9922 (0.9882
15.0 l.(X) 15 1.0000) 0.9982 0.9959 0.9929 (0.9884) 0.983:3

20.0 1.00)21 1.(XXX) 0.9974 0.9942 (O.991 (0.9845) 10.97671
25.0 1.(X)29 1.0(X) .9965 0.9921 (0.9864) ).9787) 10.968(31
:3(0(0 I .0(39 1.0()(X) 0.9952 (3)9892) M.)9814) 10.9711) 1()95661
35(0 1.0053 1.0(X) (0.9935) (0.9854) (03.97503) 10.9610 l ll(.f,4151
40(0 1,0071 1.3)(X) 1(3.991:3) 3.980)5) 1(0.%65) (0.44791 1(.92171

]'..'w fir,t Pre.., fi,i

647 O44 07 44,67 06

3) 0.9977 0.9963 0 0(.997 7 0.99728 0.996:3

:3 0.9970)4 0. 99%.5 0.99528 :3 0.9965
(30.9966 (0.9946 5 (6 0.996M( 0.9946

i ngy ratio ill thle gas above thle sol ttioln, riumi condititons onlv. Inl addition to bij-
Benson et al. (1979) confirmed time earlier ological and( chemical activity, physical
observations by Mots and Benson ( 196.31) kinetic effects canl inifluence the isotopic
onl oxyvgen inl ptire water, and by Kroop- ratio inl the dissoilved gas. For exampl-,
nick and Craig (1972) onl oxvtzen1 inl sea- (ittringy on r prel i iinarv omeasuiremnents
water, that at equilibrinin tile heavier (Ijemmsonl and Krause 1976), we deter-
molecule is sligrhtly more sioltilble. Inl ad- mined thle isotopic ratio inl the dissolved
(lition, however, th'e higher precision and gas as at ftilctiom of the( interval after the
the wider temperature range of' tile tit-\\- tegassetI water was brought into contact
measurements provide qotantitative inl- with the gas. lInitially, ats at result of the
formation ab)out thle variation of' the oxv- faster kinetics id the lighter Inotlectlle, thle
gen isotope fractionation with tempera- :40,3::2(. ratio inl thle dissolved gas was
ture. These results are directly applicable 1,o1und to be lower than in the gas above
to atmo~spheric oxygen, b~ecause thle pres- thle solution., but as time pro~gressed thle
ence of the other gases should not iif-i- dissolved ratioi inlcreasedI, thei sulrpassedl
et-r-e the( fractionation sign ificantly, but thlat of' the gas ilbovec itudC 6 nAlc stabi-
for geochemical puirposes thle mosi(t ttsehll) Iized at thle higher eqoil ilriumt value.
way to express thle fractionation as at 'mnic-
titli of'temperatture is Itti..tt

8=-0.730 + (427/7') (29) Thel( empIirical mnethoid (describedl by
Benlson et al. (1979) dletermines k direct-

where T is inl kelvin, and 8 is the per miu 1%. It yields flilly co~rrected '.allties for k
difrne ewe te.i:3 3u~ without the necessity of' making theoret-

dantrce ratio int the dissolved gas and( the ical assimiptions abouit hiow, to take care
,0.,.:i 0, ratio in) atmospheric OsVgenj ofI Imolecular interactions inl thle vapor

-whenl f'reshwater is inl equil ibrium with p)hase. Similarly, thle methods uised h\
air. Mmi tgoinerv et al1. (1964). Carpenter

We emphasize that Eq. 29 will givec the ( 1966), and Mutrray and Rilev' ( 1969) dec-
isiutopic ileremee betweenI (Ii sol ved termil e ('* directlY. To calculate C * f'rom
atnd atmo~sp~heric oxsvgen tmnler t'qiilib- k, or vice versa, how.ever. it is necessary
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to include s'irial corrections if the data are n MON T G)iE R f

siifllcientlv accurate. In the absence of sIMORRAC, a RBoA V
'CARPENTER

experimental information about cross-in- o6 PRESENT

teractions in gas mixtures, we have in- 04
yoked the Lewis and Randall rule and '

assumed the applicability of the defini-
tion of partial pressure which is implici
in thle expressions Po x,,P and P,
0.20946(P - P,,,). Other theoretical pos-
sibilities exist. For example, in our ex- 0,4

periniental measuremtientts of k we initial-ON C
lv tried to correct for interactions between C.60

gas and water molecules in the vapor
phase by calculating the virial cross-termn 0 C) 20 10

By,, uisin~g methods discussed in Hirsch- TEMPERATURE 'C

felder et al. (196)7). The results were not Fig. 1. Percentage deviations fromii our present
adlequiate for the high precision of' the siuiothed vajtivis for C*,,, inj Ug-atojjjSdinj , of the
measurements, and we finially adloptedl measured valuesi from Minngomnery et al., Carpen-

the empirical approach. ter, andl MIiiray and~ Rile%, and of' the UNESCO)
In Fig. 1 wve illustrate the significance rangted ui urcauitv Dahe otur iriate poss~m ile -

of these corrections and compare the ex- i.., ftwranyoftrpestmothdl

perimiental values for C*, from Mont-'i
gomiery et al., Carpenter, and( Murray and
Riley with those calculated from Eq. 21 factor 89.28 /ig-atomis-nml i Murray and
using our valuies of k0 . (The results from Riley' stated that they used a mnodific'ation
Klots and Benson ( 1963a) are not includ- of thc method of Carpenter (1965), in
ed here hecause we want to focus onl the which the factor 5,598 ml of 0., per equiv-
directly measured C*5, values. Benson et alenmt is given. Accordingly, we have msil-
al. ( 1979) showed that the results of Kiots tiplied the Murray and Riley experimen-
and Benson, Carpenter, and Montgomery' tal valuies (by" the Winkler mnethod only)
et al. are qijite similar.)I The reference by 89.318 jig-atomsl-111'
line in Fig. I is based oil ourl smooth vat- The dashed lines in Fig. 1 indicate the
tie's for k., and tile tight fit of' the solid range of' possible virial corrections for
circles to it indicates the high precision oxygen. If no correction were madle, i.e.
of the mneasuremients. Before plotting the if, the factor (I - 0ou) in Eq. 21 were taken
percenitage ideviations oftthe expuriinen- to he unlity, thle reference line and the
tat vallies for (C ,i fromn the three souirces. siolid circles would move upwvard (rela-
we~ expre~sed their valunes in) wv- tise to the other three sets of resuilts) to
atoisin .(it s follows. Montgomery et the position of' the upper dashed line.
at. e~xpressedl their results ats the numnber The shift wvould varv from about 0.1% at
of' milligrams of' dissolved oxs'genl per li-
ter of' solution, w.ith the voinne dieter-
ini ied at 20'C rat he r than at the tempnewr- ble i:i3. ( inuari son of (liviatiis of' u speri-
attlire i ic eil ibrioii. We h ave lie imenital valuies for Cfrioi m or presenit resuflts.

(' W.((> 2 Y I(Y P
Cam X -iX rV. ' WoIE 1

where p and P20, are the dlensities of water
at th~ ep ii ib ri (in) teimnpe ratiure andi 20'C. \l iirr;a and Hilc\ 1969 -0. 15 0.25

to iobtai n the corlres pion ding salue s ftr if arpu'iir 1966 - 0.05 (0.22

C~o Only valies from Carpenter's table 1964gnir i l +01.012 (1.2(
I have b een i ucltided here, and thes l-'rsiit 0 01.017
ha~ve' been iniiltille(I hi his ciom-ersiol)
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O'C to 0.05% at 40'C. On the other hand, we estimate roughly that the values of'
if* we assumned that thle correction for the C *, and Ct,, inl Table I are good to b~etter
air-water system were thle same ats the than ±0.07%7 at lower temperatures and
emp~irical correction found by Benson et perhaps t0.04% near 40'C. These uincer-
all. (1979) for the pure oxygeni-water sys- tainties are negligible for studlies of' nat-
tern, then (I - 0,,) wouldf be replaced by ural waters.
[1 - (AO - 0)], where X,) is given by Benl- Weiss (1971)) fitted the Carpenter
son et il. .as at funiction of tempJeratuire. (1966) and)( Murray andi( Riley ( 1969) data
With this assumption the reference line for bo0th 1-eshwater andl seawater to four-
would become thle lower dashed line, termn Valentiner-type functions for the
w~hich is abouit 0.085% lower at O'C id variation of C% i and Ct,, with tempera-
0.0:3% lower at 40'C. ture, with an additional three terms for

Ini principle, comparisoni of the results the (leIpelidence onl salinity. Hlis values
from the two kinds of' measuiremnents lie below our resuilts by% oly .0-4. 0
could test the possibilities (lisciissedl at low temperatures. Although thvy de-
ahove, buit it is clear f'rom Fig. I that the viate more significantly vabove 20'C, the
scatter inl the three sets of' previous daita valuies of Weviss still agree xith ours with-
is too large. A precision (of' about (.02%/ inl the uncertainties of the previous data.
for the dlirect C%, mleasuiremlents would Ili 1976i, Postina et it]. constructed the
h~e required for such a test. Nevertheless, UN ESCO) International Oce'anographmic
within their random errors the older (data Tab~les from the equations of* Weiss. Un-
are inl general agreement with our re(- fortiiatelv, they apparently assutimed that
sults. The Montgomery et ill. mlid Car- the valuecs of Weiss were givenl as thle vol-
petntter valuies are- distribuited iipproxi- ine the gas -,oil(l ot.cupy at srp ji it
mnately equally above and below tile were ideal. (The fhactor 89.23 iisedl by
refeCrenice l ine~, while the Muorray andI Hi- Postinai et at]. to Convert f'roml volu nie of,
ley poinuts tenld to be slightly lower, gas at STP to jig-atoms is equiv-alent to
Thiese comparisons are expressedl inl 22,414 cmn' mol I.) Ini fact, Weiss (pers.
another way inl Table :3, which shows that comlm.) intended his vales to be ex-
thle Montgomery et al. andl Carpenter de- p)ressed inl terms of' the volume which
viiitioiis each average essentially to zero wouild be occupied by at real gas at STP.
with anl rils dleviation of, abouIt 0.2%.c and (The corresponding conversion factor
the \lurray and( Riley deviations average would be 89.318, which is eqluivalent to
0.15(4 lowv with an rills deviation of' 22,:392 cllT' tool '.) Thle UN ESCO) valltes
0.25%/. Table :3 dIiffers somewhat fromt are systematically low by f'rom 0.15 to
Table :3 inl Benson et ill., p)rimarily' bc- 0:35%. This is shown inl Fig. 1, which in-
cahise there thle I I -(A" - fl,,) correction cI tdes at plot of' the dfeviations of' the
wats applied to the three sets of' esperi- UIN ESCO valuies from ouirs.
mental C."~, values, and at (iffereilt con- It should bie tioted that it is equally
version factor was tisedl for the Niu rray proper to exp~ress thet amint of dissolved
anld Riley' valties. gas in) terms of* its STP volume ats i real

Al though we can not dleterin e thle gas or ats at hypothetical idleal gas, provid-
best Correction to choose for)I calculating ('d that it is imade clear w~hich is being
C%, f'roml valuies for k,,, the two~ dlashedl used. We prefer the ideal gas notation,
lines inl Fig. I providle probable limuits of' because the %-allues specified do not de-
uincertainty' and permit an estimation of' pend onl the state of'ouir knowledge of the
thle accuiracy, of the valuecs inl Table 1. lie- virial coefficients of' the gas. The best
Cause the second virial coefficient for Ili- p~rocedu~re, however, is to eliminate the
trogen is smaller than that for oxygen. the source- of confuision by expressing the
P1 - (A. -- 19,d) Correction probably is too amounlt of dissolved gas (lireetly inl jg-
large. ( )n the other side, it is improbable atoms (or j~cmol) or Ing. Other reasons for
that no viiaI correction would be re- this choice are (lisctissed by lielland-
(Iuiiredl. iclulding the possible 0.02(7 sys- IHIansen et al . ( 1948) and Carpenter
temnatic error in) k,, given by Benison et al., (1966i). We have included thle voltitnie
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specification in our equlations and tab~les sritEE'r. 1965. Effect of' hydrostatic pressuire
only because of its historical use. oi gases dissolved in water. J. Plays. Chemn. 69:

We pintd ot erlie tht te Hnry :389-391.
We ~ ~ ~ ~ ~ ~ ~ ~ F pone u ale htteHny Fx, C. J. 190)9. Onl the coefficients of absorption

coefficient k is the (quantity most luinda- of' nitrogenl and oxygeni in dlistilledl water and(
mental to describing the solution pro- seawater, and of, atinoslphcric carblonic acidl in
cess. On the other hand, for mnany geo- seawater. Tranis. Faraday Soc. 5: 6"-7.
chemical and engineering purposes C* GI.UECKAUF, E. 1951. The composition of* atino-

(or Ct) is the directly applicable q~uantity. shrcar ) -0 i opnimo ec
orology. Am. %leteorol. Soc.

To obtain the Bunsen coefficient from GUG(;FNijEi.%t, E. A. 19,50. Thermodyniamics, anl
either k or C* requires assumptions ab~out adk'ancedl treatment for chemists and phlls-

the behavior of the vapor phase. Further- cists, 2nd ed. Nortli-Iollatid.
more, because of' molecular interactions 11fLI "ANIAIANSE N, B., J. P. JACOBSEN, AND T. .

I1( \i OPSi N. 1948. Gbheical iiiithods(1 and1(
in the vapor phase, the Bunsen coeffi- units. PnbI. Sci. Assoc. Oceanogr. Plays. 9.
cient is not at constant at a given temper- 281p.
ature, but is a function of the total pres- I fiisciiFEIDERt. J. 0., C. F. CLuwriSS. AND~ R. B.
sure (Eq. 15). This means that for precise BIRDO. 1967. MIolecullar tileors' of, gaseS% and I iq-

liids. Wiles'.
work the Bunsen coefficient loses its pri- Kiois C.5 E.ADB .BNO.161.Flbl
mary usefulness, b~ecause we cannot sun- ities of nitrogen, oxygen, and argon in distilled
ply multiply it by the partial pressure of' water. J. Mi. Bes. 21: 48-57.
the gas above a solution to obtain the -, AND) - 1%3.V. Isotope effect ill til

soluitioni of' oxy'gen andl nitrogen in di stille d
equilibrium concentration of the gas in wae.JCe.Pbs.3:9-92
the solution. In general, it is necessary to KitoOPNICK, P., AND) H. CRAwc. 1972. Atmospheric
use Eq. 11 to calculate C or, when the oxygen: Isotopic Compiositioni andi soloibility
gas ixture is air, C'*, Ct, or C" can lhe fractionation. Science 175:.54-55.
used its discu~ssedl above. For these rea- MoNr;oxlERY, H. A., N. S. TnoI, AND) A. COCK-

sons we uggst tat n decriing he URN. 1964. Determination of dissolved oxy-
sons wesuggst hat n dscriingthe gen by the Winkler method, and the soliibilitY

solubility of' a gas, emphasis Sihoutld be of oxygen in pure water and in seawater. J.
place(! on k, C*, or Ct rather than on the AppI. Chem. 14: 280-296.
Bunsen coefficient. Avoiding the latter MURRAY, C. N., AND J. P. RILEY. M99. T'he soloa-
would have the additional advantages of' hilits' of gases in distilled water and seawater-

assocated2. Oxygen. IDeep-Sea Res. 16: 311-320.
el iminating thle confusion asoitd POSTMA, Hi., A. SVANSSON, ft. LACOMBE, AN!) K.
with the mnany different ways it has been GRASHoFF. 1976. The International Ocean-
defined an(1 of' settling the conflict over ographic 'Tab-les for the solubility of oxygen in
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